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			Why we Need a Speed Limit for the Internet

	
		

		
			The energy use of the internet can only stop growing when energy sources run out, unless we impose self-chosen limits.

      October 2015

			In terms of energy conservation, the leaps made in energy efficiency by the infrastructure and devices we use to access the internet have allowed many online activities to be viewed as more sustainable than offline.

			On the internet, however, advances in energy efficiency have a reverse effect: as the network becomes more energy efficient, its total energy use increases. This trend can only be stopped when we limit the demand for digital communication.

			Although it’s a strategy that we apply elsewhere, for instance, by encouraging people to eat less meat, or to lower the thermostat of the heating system, limiting demand is controversial when applied to the internet, in part because few people make the connection between data and energy.

			How Much Energy Does the Internet Consume?

			How much energy does the internet consume? Due to the complexity of the network and its fast-changing nature, nobody really knows. Estimates for the internet’s total electricity use vary by an order of magnitude. One reason for the discrepancy between results is that many researchers only investigate a part of the infrastructure that we call the internet.

			In recent years, the focus has been mostly on the energy use of data centers, which host the computers (the “servers”) that store all information online. However, in comparison, more electricity is used by the combination of end-use devices (the “clients,” such as desktops, laptops and smartphones), the network infrastructure (which transmits digital information between servers and clients), and the manufacturing process of servers, end-use devices, and networking devices.[1]

			A second factor that explains the large differences in results is timing. Because the internet infrastructure grows and evolves so fast, results concerning its energy use are only applicable to the year under study. Finally, as with all scientific studies, researcher’s models, methods and assumptions as a base for their calculations vary, and are sometimes biased due to beliefs or conflicts of interest. For example, it won’t suprise anyone that an investigation of the internet’s energy use by the American Coalition for Clean Coal Electricity sees much higher electricity consumption than a report written by the information and communication technology industry itself. [2] [3]

			Eight Billion Pedallers to Power the Internet

			Keeping all this in mind, we selected what seems to be the most recent, complete, honest and transparant report of the internet’s total footprint. It concludes that the global communications network consumed 1,815 TWh of electricity in 2012.[4] This corresponds to 8 percent of global electricity production in the same year (22,740 TWh). [5] [6]

			If we were to try to power the (2012) internet with pedal-powered generators, each producing 70 watt of electric power, we would need 8.2 billion people pedalling in three shifts of eight hours for 365 days per year. (Electricity consumption of end-use devices is included in these numbers, so the pedallers can use their smartphones or laptops while on the job). Solar or wind power are not much of a solution, either: 1,815 TWh equals three times the electricity supplied by all wind and solar energy plants in 2012, worldwide. [7]

			These researchers estimate that by 2017, the electricity use of the internet will rise to between 2,547 TWh (expected growth scenario) and 3,422 TWh (worst case scenario). If the worst-case scenario materializes, internet-related energy use will almost double in just five years time. Note that further improvements in energy efficiency are already included in these results. Without advances in efficiency, the internet’s energy use would double every two years, following the increase in data traffic. [8]

			Increasing Energy Consumption per User

			Importantly, the increasing energy consumption of the internet is not so much due to a growing amount of people using the network, as one would assume. Rather, it’s caused by a growing energy consumption per internet user. The network’s data traffic rises much faster than the number of internet users (45 percent versus 6–7 percent annually). [9] There’s two main reasons for this. The first is the evolution towards portable computing devices and wireless internet access. The second is the increasing bit rate of the accessed content, mainly caused by the digitalization of TV and the popularity of video streaming.

			In recent years we have seen a trend towards portable alternatives for the desktop computer: first with the laptop, then the tablet and the smartphone. [9] [4] The latter is on its way to 100 percent adoption: in rich countries, 84 percent of the population now uses a smartphone. These devices consume significantly less electricity than desktop computers, both during operation and manufacture, which has given them an aura of sustainability. However, they have other effects that more than off-set this advantage.

			First of all, smartphones move much of the computational effort (and thus the energy use) from the end-device to the data center: the rapid adoption of smartphones is coupled with the equally rapid growth in cloud-based computer services, which allow users to overcome the memory capacity and processing power limitations of mobile devices. [4] [10] Because the data that is to be processed, and the resulting outcome must be transmitted from the end-use device to the data center and back again, the energy use of the network infrastructure also increases.

			High-Speed Wireless Internet

			Robbing Peter to pay Paul can improve the total efficiency of some computational tasks and thus reduce total energy use, because servers in datacenters are managed more energy efficiently than our end-use devices. However, this advantage surely doesn’t hold for smartphones that connect wirelessly to the internet using 3G or 4G broadband. Energy use in the network is highly dependent on the local access technology: the “last mile” that connects the user to the backbone of the internet.

			A wired connection (dsl, cable, fiber) is the most energy efficient method to access the network. Wireless access through WiFi increases the energy use, but only slightly. [11] [12] However, if wireless acces is made through a cellular network tower, energy use soars. Wireless traffic through 3G uses 15 times more energy than WiFi, while 4G consumes 23 times more. [13] [4] [14] Desktop computers were (and are) usually connected to the internet via a wired link, but laptops, tablets and smartphones are wirelessly connected, either through WiFi or via a cellular network.

			Growth in mobile data traffic has been somewhat restricted to WiFi “offloading:” users restrict data connectivity on the 3G interface due to significantly higher costs and lower network performance. [4] Instead, they connect to WiFi networks that have become increasingly available. With the advance of 4G networks, the speed advantage of WiFi disappears: 4G has comparable or improved network throughput compared to WiFi. [13] Most network operators are in the process of large-scale rollouts of 4G networks. The number of global 4G connections more than doubled from 200 million at the end of 2013 to 490 million at the end of 2014, and is forecast to reach 875 million by the end of 2015. [10] [15] [16]

			More Time Online

			The combination of portable computing devices and wireless internet access also increases the time we spend online. [10] This trend did not start with smartphones. Laptops were expected to lower the energy consumption of the internet, but they raised it because people took advantage of the laptop’s convenience and portability to be online far more often. “It was only with the laptop that the computer entered the living room.” [17]

			Smartphones are the next step in this evolution. They allow data to be consumed in many places in and outside the home, alongside more conventional computing. For example, field research has revealed that smartphones are intensively used to fill “dead time” — small pockets of time not focused on one specific activity and often perceived as unproductive time: waiting, commuting, being bored, coffee breaks, or “social situations that are not stimulating enough.” Smartphones also have become to play an important bedtime role, being called upon last thing at night and first thing in the morning. [18]

			Noting these trends, it is clear that not every smartphone is a substitute for a laptop or desktop computer. Both are used alongside each other and even simulatenously. In conclusion, thanks to smartphones and wireless internet, we are now connected anywhere and anytime, using our increasingly energy efficient devices for longer hours as we send more and more data over a worldwide infrastructure. [18] [19]

			The result is more energy use, from the mobile devices themselves, and — much more important — in the datacenters and in the network infrastructure. Also, let’s not forget that calling someone using a smartphone costs more energy than callling someone using a dumbphone.

			Increasing Bit Rates: Music & Video

			A second key driver behind the growing energy consumption per internet user is the increasing bit rate of content. The internet started as a text-medium, but images, music and video have become just as important. Downloading a text page requires very little energy. To give an example, all the text on this blog, some 100 articles, can be packed into less than 9 megabytes (MB) of data. Compare this to a single high-resolution image, which easily gets to 3 mb, or a standard quality 8-minute YouTube video, which ticks off at 30 mb — three times the data required for all the words on this blog.

			Because energy use rises with every bit of data, it matters a lot what we’re doing online. And as it turns out, we are increasingly using the network for content with high bit rates, especially video. In 2012, video traffic was 57 percent of all internet traffic (excluding video exchanged through P2P-networks). It’s expected to increase to 69 percent in 2017. [20]

			If video and wireless internet access are the key drivers behind the increasing energy use of the internet, then of course wireless video is the worst offender. And it’s exactly that share of traffic that’s growing the fastest. According to the latest Cisco Visual Networking Index, mobile video traffic will grow to 72 percent of total mobile data traffic in 2019: [10]

			When device capabilities are combined with faster, higher bandwith, it leads to wide adoption of video applications that contribute to increased data traffic over the network. As mobile network connection speeds increase, the average bit rate of content accessed through the mobile network will increase. High-definition video will be more prevalent, and the proportion of streamed content, as compared to side-loaded content, is also expected to increase. The shift towards on-demand video will affect mobile networks as much as it will affect fixed networks.

			Power consumption is not only influenced by data rates but also by the type of service provided. For applications such as email, web browsing, and video and audio downloads, short delays are acceptable. However, for real-time services — videoconferencing, and audio and video streaming — delay cannot be tolerated. This requires a more performant network, and thus more energy use.

			Does the Internet Save Energy?

			The growing energy use of the internet is often explained away with the argument that the network saves more energy than it consumes. This is attributed to substitution effects in which online services replace other more energy-intensive activities. [12] Examples are videoconferencing, which is supposed to be an alternative for the airplane or the car, or the downloading or streaming of digital media, which is supposed to be an alternative for manufacturing and shipping DVDs, CDs, books, magazines or newspapers.

			Some examples. A 2011 study concluded that “by replacing one in four plane trips with videoconferencing, we save about as much power as the entire internet consumes,” while a 2014 study found that “videoconferencing takes at most 7 percent of the energy of an in-person meeting.” [21] [22] Concerning digital media, a 2014 study concludes that shifting all dvd viewing to video streaming in the us would respresent a savings equivalent to the primary energy used to meet the electricity demand of nearly 200,000 US household per year. [23] A 2010 study found that streaming a movie consumed 30 to 78 percent of the energy of traditional dvd rental networks (where a dvd is sent over the mail to the customer who has to send it back later). [24]

			There are some fundamental problems with these claims. First of all, the results are heavily influenced by how you calculate the energy use of the internet. If we look at the energy use per bit of data transported (the “energy intensity” of the internet), results vary from 0,00064 to 136 kilowatt-hour per Gigabyte (kWh/GB), a difference of four orders of magnitude. [12] [18] The researchers who made this observation conclude that “whether and to what extent it is more energy efficient to download a movie rather than buying a dvd, or more sustainable to meet via videoconferencing instead of travelling to a face-to-face meeting are questions that cannot be satisfyingly answered with such diverging estimates of the substitute’s impact.” [12]

			To make matters worse, researchers have to make a variety of additional assumptions that can have a major impact on the end result. If videoconferencing is compared to a plane trip, what’s the distance travelled? Is the plane full or not? In what year was it built? On the other hand, how long does the videoconference take? Does it happen over a wired or a wireless access network? Do you use a laptop or a high-end telepresence system? When you’re streaming music, do you listen to a song once or twenty times? If you buy a dvd, do you go to the store by car or by bike? How long is the trip? Do you only buy the dvd or do you also shop for other stuff?

			Time and Distance

			All these questions can be answered in such a way that you can engineer the end result you want. That’s why it’s better to focus on the mechanisms that favour the energy efficiency of online and offline services, what scientists call a “sensitivity analysis.” To be fair, most researchers perform such an analysis, but its results usually don’t make it into the introduction of the paper, let alone into the accompanying press release.

			One important difference between online and offline services is the role of time. Online, energy use increases with the time of the activity. If you read two articles instead of one article on a digital news site, you consume more energy. But if you buy a newspaper, the energy use is independent of the number of articles you read. A newspaper could even be read by two people so that energy use per person is halved.

			Next to time there is the factor of distance. Offline, the energy use increases with the distance, because transportation of a person or product makes up the largest part of total offline energy consumption. This is not the case with online activities, where distance has little or no effect on energy consumption.

			A sensitivity analysis generates very different conclusions from the ones that are usually presented. For example: streaming a music album over the internet 27 times can use more energy than the manufacturing and transportation of its cd equivalent. [25] Or, reading a digital newspaper on a desktop pc uses more energy than reading a paper version from the moment the reading length exceeds one hour and a quarter, taking the view that the newspaper is read by one person. [26] Or, in the earlier mentioned study about the energy advantage of videoconferencing, reducing the international participant’s travel distance from 5,000 to 333 km makes travelling in person more energy efficient than videoconferencing when a high-end telepresence system is used. Similarly, if the online conference takes not five but 75 hours, it’s more energy efficient to fly 5,000 km. [22]

			Rebound Effects

			The energy efficiency advantage of videoconferencing looks quite convincing, because 75-hour meetings are not very common. However, we still have to discuss what is the most important problem with studies that claim energy efficiency advantages for online services: they usually don’t take into account rebound effects. A rebound effect refers to the situation in which the positive effect of technologies with improved efficiency levels is offset by systematic factors or user behavior. For example, new technologies rarely replace existing ones outright, but instead are used in conjunction with one another, thereby negating the proposed energy savings. [27]

			Not every videoconference call is a substitute for physical travel. It can also replace a phone call or an email, and in these cases energy use goes up, not down. [22] Likewise, not every streamed video or music album is a substitute for a physical dvd or cd. The convenience of streaming and the advance of portable end-use devices with wireless access leads to more video viewing and music listening hours, at the expense of other activities which could include reading, observing one’s environment, or engaging in a conversation. [23]

			Because the network infrastructure of the internet is becoming more energy efficient every year — the energy use per bit of data transported continues to decrease — it’s often stated that online activities will become more energy efficient over time, compared to offline activities. [3] However, as we have seen, the bit rate of digital content online is also increasing.

			This is not only due to the increasing popularity of video applications, but also because of the increasing bit rate of the videos themselves. Consequently, future efficiency improvements in the network infrastructure will bring higher quality movies and videoconferencing, not energy savings. According to several studies, bit rates increase faster than energy efficiency so that green gains of online alternatives are decreasing. [22] [23] [24]

			Efficiency Drives Energy Use

			The rebound effect is often presented as a controversial issue, something that may or may not exist. But at least when it comes to computing and the internet, it’s an ironclad law. The rebound effect manifests itself undoubtedly in the fact that the energy intensity of the internet (energy used per unit of information sent) is decreasing while total energy use of the internet is increasing.

			It’s also obvious in the evolution of microprocessors. The electricity use in fabricating a microprocessor has fallen from 0.028 kWh per MHz in 1995 to 0.001 kWh per MHz in 2006 as a result of improvements in manufacturing processes. [28] However, this has not caused a corresponding reduction of energy use in microprocessors. Increased functionality — faster microprocessors — has cancelled out the efficiency gains per MHz. In fact, this rebound effect has become known as Moore’s Law, which drives progress in computing. [27] [28]

			In other words, while energy efficiency is almost universally presented as a solution for the growing energy use of the internet, it’s actually the cause of it. When computers were still based on vacuum tubes instead of transistors on a chip, the power used by one machine could be as high as 140 kilowatt. Today’s computers are at least a thousand times more energy efficient, but it’s precisely because of this improved energy efficiency that they are now on everybody’s desk and in everybody’s pocket. Meanwhile, the combined energy use of all these more energy-efficient machines outperforms the combined energy use of all vacuum tube computers by several orders of magnitude.

			Sufficiency

			In conclusion, we see that the internet affects energy use on three levels. The primary level is the direct impact through the manufacturing, operation and disposal of all devices that make up the internet infrastructure: end-use devices, data centers, network and manufacturing. On a second level, there are indirect effects on energy use due to the internet’s power to change things, such as media consumption or physical travel, resulting in a decrease or increase of the energy use. On a third level, the internet shifts consumption patterns, brings technological and societal change, and contributes to economic growth. [27] [28] The higher system levels are vastly more important than the direct impacts, despite receiving very little attention. [28]

			[The internet] entails a progressive globalization of the economy that has thus far caused increasing transportation of material products and people... The induction effect arising from the globalization of markets and distributed forms of production due to telecommunication networks clearly leads away from the path of sustainability... Finally, the information society also means acceleration of innovation processes, and thus ever faster devaluation of the existing by the new, whether hardware or software, technical products or human skills and knowledge. [27]

			Nobody can deny that the internet can save energy in particular cases, but in general the overwhelming trend is towards ever-higher energy use. This trend will continue unabated if we don’t act. There’s no constraint on the bit rate of digital data. Blu-ray provides superior viewing experience, with data sizes ranging between 25 and 50 GB — five to ten times the size of a hd video. With viewers watching 3d movies at home, we can imagine future movie sizes of 150 GB, while holographic movies go towards 1,000 GB. [24]

			Nor is there any constraint on the bit rate of wireless internet connections. Engineers are already preparing the future launch of 5G, which will be faster than 4G but also use more energy. There’s not even a constraint on the number of internet connections. The concept of the “internet of things” foresees that in the future all devices could be connected to the internet, a trend that’s already happening. And let’s not forget that for the moment only 40 percent of the global population has access to the internet.

			In short, there are no limits to growth when it comes to the internet, except for the energy supply itself. This makes the internet rather unique. For example, while the rebound effect is also very obvious in cars, there are extra limits which impede their energy use from increasing unabated. Cars can’t get larger or heavier ad infinitum, as that would require a new road and parking infrastructure. And cars can’t increase their speed indefinitely, because we have imposed maximum speed limits for safety. The result is that the energy use of cars has more or less stabilized. You could argue that cars have achieved a status of “sufficiency:”

			A system consuming some inputs from its environment can either increase consumption whenever it has the opportunity to do so, or keep its consumption within certain limits. In the latter case, the system is said to be in a state of sufficiency... A sufficient system can improve its outputs only by improving the efficiency of its internal process. [29]

			The performance of cars has only increased within the limits of the energy efficiency progress of combustion engines. A similar effect can be seen in mobile computing devices, which have reached a state of sufficiency with regard to electricity consumption — at least for the device itself. [29] In smartphones, energy use is limited by a combination of battery constraints: energy density of the battery, acceptable weight of the battery, and required battery life. The consequence is that the per-device energy use is more or less stable. The performance of smartphones has only increased within the limits of the energy efficiency progress of computing (and to some extent the energy density progress of batteries). [29]

			A Speed Limit for the Internet

			In contrast, the internet has very low sufficiency. On the internet, size and speed are not impractical or dangerous. Batteries limit the energy use of mobile computing devices, but not the energy use of all the other components of the network. Consequently, the energy use of the internet can only stop growing when energy sources run out, unless we impose self-chosen limits, similar to those for cars or mobile computing devices. This may sound strange, but it’s a strategy we also apply quite easily to thermal comfort (lower the thermostat, dress better) or transportation (take the bike, not the car).

			Limiting the demand for data could happen in many ways, some of which are more practical than others. We could outlaw the use of video and turn the internet back into a text and image medium. We could limit the speed of wireless internet connections. We could allocate a specific energy budget to the internet. Or, we could raise energy prices, which would simultaneously affect the offline alternatives and thus level the playing field. The latter strategy is preferable because it leaves it to the market to decide which applications and devices will survive.

			Although none of these options may sound attractive, it’s important to note that setting a limit would not stop technological progress. Advances in energy efficiency will continue to give room for new devices and applications to appear. However, innovation will need to happen within the limits of energy efficiency improvements, as is now the case with cars and mobile computing devices. In other words: energy efficiency can be an important part of the solution if it is combined with sufficiency.

			Limiting demand would also imply that some online activities move back to the off-line world — streaming video is candidate number one. It’s quite easy to imagine offline alternatives that give similar advantages for much less energy use, such as public libraries with ample dvd collections. Combined with measures that reduce car traffic, so that people could go to the library using bikes or public transportation, such a service would be both convenient and efficient. Rather than replacing physical transportation by online services, we should fix the transport infrastructure. ←
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					Smartphones, tablets and laptops are used alongside each other and even simultaneously. Image by miniyo73 (CC BY-SA 2.0), flickr.
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					High-end telepresence system. Image: Wikimedia Commons. Courtesy of Tandberg Cooperation.
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					Wireless traffic through 3G uses 15 times more energy than WiFi, while 4G consumes 23 times more. Image: The top of a cell tower (2007). Credit: J. Smith (CC BY-SA 2.5), Wikimedia Commons.
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			Email in the Eighteenth Century: The Optical Telegraph

			
			More than 200 years ago it was already possible to send messages throughout Europe and America at the speed of an aeroplane – wireless and without need for electricity.

					December 2007

			Email leaves all other communication systems far behind in terms of speed. But the basic principle of the technology – forwarding coded messages over long distances – is nothing new. It has its origins in the use of plumes of smoke, fire signals and drums, thousands of years before the start of our era. Coded long distance communication also formed the basis of a remarkable but largely forgotten communications network that prepared the arrival of the internet: the optical telegraph.

			Postal Services

			Throughout history, long distance communication was a matter of patience – lots of it. Postmen have existed longer than humans can write, but the physical transport of spoken or written messages was always limited by the speed of the messenger. Humans or horses can maintain a speed of 5 or 6 kilometres an hour for long distances. If they walk ten hours a day, the transmission of a message from Paris to Amsterdan would take more than a week.

			Already in antiquity, post systems were designed that made use of the changing of postmen. In these stations, the message was transferred to another runner or rider, or the horseman could change his horse. These organised systems greatly increased the speed of the postal services. The average speed of a galloping horse is 20 kilometres an hour, which means that the distance in time between Paris and Amsterdam could be shortened to a few days. A carrier pigeon was at least twice as fast, but less reliable. Intercontinental communication was limited to the speed of shipping.

			Centuries of slow long-distance communications came to an end with the arrival of the telegraph. Most history books start this chapter with the appearance of the electrical telegraph, midway the nineteenth century. However, they skip an important intermediate step. Fifty years earlier (in 1791) the Frenchman Claude Chappe developed the optical telegraph. Thanks to this technology, messages could be transferred very quickly over long distances, without the need for postmen, horses, wires or electricity.

			A Chain of Towers

			The optical telegraph network consisted of a chain of towers, each placed five to twenty kilometres apart from each other. On each of these towers a wooden semaphore and two telescopes were mounted (the telescope was invented in 1600). The semaphore had two signalling arms which each could be placed in seven positions. The wooden post itself could also be turned in four positions, so that 196 different positions were possible. Every one of these arrangements corresponded with a code for a letter, a number, a word or (a part of) a sentence.

			Every tower had a telegrapher, looking through the telescope at the previous tower in the chain. If the semaphore on that tower was put into a certain position, the telegrapher copied that symbol on his own tower. Next he used the telescope to look at the succeeding tower in the chain, to control if the next telegrapher had copied the symbol correctly. In this way, messages were signed through symbol by symbol from tower to tower. The semaphore was operated by two levers. A telegrapher could reach a speed of one to three symbols per minute. The technology today may sound a bit absurd, but in those times the optical telegraph was a genuine revolution. In a few decades, continental networks were built both in Europe and the United States.

			The first line was built between Paris and Lille during the French revolution, close to the frontline. It was 230 kilometres long and consisted of 15 semaphores. The very first message – a military victory over the Austrians – was transmitted in less than half an hour. The transmission of 1 symbol from Paris to Lille could happen in ten minutes, which comes down to a speed of 1,380 kilometres an hour. Faster than a modern passenger plane – this was invented only one and a half century later.

			From Amsterdam to Venice

			The technology expanded very fast. In less than fifty years time the French built a national infrastructure with more than 530 towers and a total length of almost 5,000 kilometres. Paris was connected to Strasbourg, Amsterdam, Toulon, Perpignan, Lyon, Turin, Milan and Venice. At the beginning of the nineteenth century, it was possible to wirelessly transmit a short message from Amsterdam to Venice in one hour’s time. A few years before, a messenger on a horse would have needed at least a month’s time to do the same.

			The system was copied on a large scale in other countries. Sweden developed a country-wide network, followed by parts of England and North America. A bit later also Spain, Germany and Russia constructed a large optical telegraph infrastructure. Most of these countries devised their own variations on the optical telegraph, using shutters instead of arms for example. Sweden developed a system that was twice as fast, Spain built a telegraph that was windproof. Later the optical telegraph was also put into action in shipping and rail traffic.

			A real European network never really existed. The connection between Amsterdam and Venice existed for only a short period. When Napoleon was chased out of the Netherlands, his telegraph network was dismantled. The Spanish, on the other hand, started too late. Their nationwide network was only finished when the technology started to fall into disuse in other countries. The optical telegraph network was solely used for military and national communications, individuals did not have access to it – although it was used for transmitting winning lottery numbers and stock market data.

			Electrical Telegraph

			The optical telegraph disappeared as fast as it came. This happened with the arrival of the electrical telegraph, fifty years later. The last optical line in France was stopped in 1853, in Sweden the technology was used up to 1880. The electrical telegraph was not hindered by mist, wind, heavy rainfall or low hanging clouds, and it could also be used at night. Moreover, the electrical telegraph was cheaper than the mechanical variant. Another advantage was that it was much harder to intercept a message – whoever knew the code of the optical telegraph, could decipher the message. The electrical telegraph also made intercontinental communication possible, which was impossible with the optical telegraph (unless you made a large detour via Asia).

			The electrical telegraph was the main means of communication for transmitting text messages over long distances for more than 100 years. At first, electrical wires were used; later on radio waves were used to communicate. The first line was built in 1844, the first transatlantic connection was put into use in 1865. The telegraph made use of Morse code, where dots and dashes symbolize letters and numbers. Not the telephone, nor the railroads, nor radio or television made the telegraph obsolete. The technology only died with the arrival of the fax and the computer networks in the second half of the twentieth century. Also in rail-traffic and shipping optical telegraphy was replaced by electronic variants, but in shipping the technology is still used in emergency situations (by means of flags or lamps).

			Keyboard

			The electrical telegraph is the immediate predecessor of e-mail and internet. Since the thirties, it was even possible to transmit images. A variant equipped with a keyboard was also developed, so that the technology could be used by people without any knowledge of Morse code. The optical as well as the electrical telegraph are both in essence the same technology as the internet and e-mail.

			All these means of communication make use of code language and intermediate stations to transmit information across large distances; the optical telegraph uses visual signs, the electrical telegraph dots and dashes, the internet ones and zeroes. Plumes of smoke and fire signals are also telegraphic systems – in combination with a telescope they would be as efficient as an optical telegraph.

			Of course, e-mail is much more efficient than the optical telegraph. But that does not alter the fact that the low-tech predecessor of electronic mail more or less obtained the same result without wires or energy, while the internet consists of a cluster of cables and is devouring our energy resources at an ever faster pace. ←
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					Chappe optical telegraph in Jonquiêrs, Narbonne, France. Image: Romain Bréget (CC BY-SA 3.0)
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					A replica of one of Chappe’s semaphore towers in Nalbach, Germany. Image: Lokilech (CC BY-SA 3.0)
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					A Chappe optical telegraph on a church in Montmartre, Paris, Frans. Jacques-Auguste Regnier, 1820.
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					A Chappe optical telegraph.
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					Map of the Chappe optical telegraph network in the Low Countries.
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					Map of the Chappe optical telegraph network in France.
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					Original semaphore used on the line Antwerp-Vlissingen, restored and photographed in 1992 in the PTT Museum / Museum voor Communicatie, the Netherlands. Peter Denters (CC BY-SA 3.0).
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					Optical telegraph and control panel.
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					Drawing of a person operating an optical telegraph.
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					Controls of a Prussian optical telegraph. Image: Superbass (CC BY-SA 3.0).
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					French optical telegraph code. Illustration: Patrick87 (CC BY-SA 3.0).
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					Code used by the Prussian Optical Telegraph between Berlin and Koblenz. Image: Kandschwar, scan from Museum für Kommunikation Frankfurt (CC BY-SA 3.0).
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					A replica of an optical telegraph in Stockholm, Sweden. Image: CBX (CC BY-SA 3.0).

				

			

		

	
		
			How to Build a Low-tech Internet

		
			If we want the internet to keep working in circumstances where access to energy is more limited, we can learn important lessons from alternative network technologies.

					October 2015

			Wireless internet access is on the rise in both modern consumer societies and in the developing world. In rich countries, however, the focus is on always-on connectivity and ever higher access speeds. In poor countries, on the other hand, connectivity is achieved through much more low-tech, often asynchronous networks.

			While the high-tech approach pushes the costs and energy use of the internet higher and higher, the low-tech alternatives result in much cheaper and very energy efficient networks that combine well with renewable power production and are resistant to disruptions.

			If we want the internet to keep working in circumstances where access to energy is more limited, we can learn important lessons from alternative network technologies. Best of all, there’s no need to wait for governments or companies to facilitate: we can build our own resilient communication infrastructure if we cooperate with one another. This is demonstrated by several community networks in Europe, of which the largest has more than 35,000 users already.

			The “Worldwide” Web

			More than half of the global population does not have access to the “worldwide” web. Up to now, the internet is mainly an urban phenomenon, especially in “developing” countries. Telecommunication companies are usually reluctant to extend their network outside cities due to a combination of high infrastructure costs, low population density, limited ability to pay for services, and an unreliable or non-existent electricity infrastructure. Even in remote regions of “developed” countries, internet connectivity isn’t always available.

			Internet companies such as Facebook and Google regularly make head-lines with plans for connecting these remote regions to the internet. Facebook tries to achieve this with drones, while Google counts on high-altitude balloons. There are major technological challenges, but the main objection to these plans is their commercial character. Obviously, Google and Facebook want to connect more people to the internet because that would increase their revenues. Facebook especially receives lots of criticism because their network promotes their own site in particular, and blocks most other internet applications. [1]

			Meanwhile, several research groups and network enthusiasts have developed and implemented much cheaper alternative network technologies to solve these issues. Although these low-tech networks have proven their worth, they have received much less attention. Contrary to the projects of internet companies, they are set up by small organizations or by the users themselves. This guarantees an open network that benefits the users instead of a handful of corporations. At the same time, these low-tech networks are very energy efficient.

			WiFi-based Long Distance Networks

			Most low-tech networks are based on WiFi, the same technology that allows mobile access to the internet in most western households. Although the WiFi-standard was developed for short-distance data communication (with a typical range of about 30 meters), its reach can be extended through modifications of the Media Access Control (MAC) layer in the networking protocol, and through the use of range extender amplifiers and directional antennas. [2]

			The longest unamplified WiFi link is a 384 km wireless point-to-point connection between Pico El Águila and Platillón in Venezuela, established a few years ago. [3] [4] However, WiFi-based long distance networks usually consist of a combination of shorter point-to-point links, each between a few kilometers and one hundred kilometers long at most. These are combined to create larger, multihop networks. Point-to-points links, which form the backbone of a long range WiFi network, are combined with omnidirectional antennas that distribute the signal to individual households (or public institutions) of a community.

			Long-distance WiFi links require line of sight to make a connection — in this sense, the technology resembles the 18th century optical telegraph. [5] If there’s no line of sight between two points, a third relay is required that can see both points, and the signal is sent to the intermediate relay first. Depending on the terrain and particular obstacles, more hubs may be necessary. [6]

			Point-to-point links typically consist of two directional antennas, one focused on the next node and the other on the previous node in the network. Nodes can have multiple antennas with one antenna per fixed point-to-point link to each neighbour. [7] This allows mesh routing protocols that can dynamically select which links to choose for routing among the available ones. [8]

			Distribution nodes usually consist of a sectoral antenna (a small version of the things you see on mobile phone masts) or a conventional WiFi-router, together with a number of receivers in the community. [6] For short distance WiFi-communication, there is no requirement for line of sight between the transmitter and the receiver. [9]

			To provide users with access to the worldwide internet, a long range WiFi network should be connected to the main backbone of the internet using at least one “backhaul” or “gateway node.” This can be a dial-up or broadband connection (DSL, fiber or satellite). If such a link is not established, users would still be able to communicate with each other and view websites set up on local servers, but they would not be able to access the internet. [10]

			Advantages of Long Range WiFi

			Long range WiFi offers high bandwidth (up to 54 Mbps) combined with very low capital costs. Because the WiFi standard enjoys widespread acceptance and has huge production volumes, off-the-shelf antennas and wireless cards can be bought for very little money. [11] Alternatively, components can be put together from discarded materials such as old routers, satellite dish antennas and laptops. Protocols like WiLDNet run on a 266 Mhz processor with only 128 MB memory, so an old computer will do the trick. [7]

			The WiFi-nodes are lightweight and don’t need expensive towers — further decreasing capital costs, and minimizing the impact of the structures to be built. [7] More recently, single units that combine antenna, wireless card and processor have become available. These are very convenient for installation. To build a relay, one simply connects such units together with ethernet cables that carry both signal and power. [6] The units can be mounted in towers or slim masts, given that they offer little windload. [3] Examples of suppliers of long range WiFi components are Ubiquity and MicroTik.

			Long range WiFi also has low operational costs due to low power requirements. A typical mast installation consisting of two long distance links and one or two wireless cards for local distribution consumes around 30 watts. [12] In several low-tech networks, nodes are entirely powered by solar panels and batteries. Another important advantage of long range WiFi is that it makes use of unlicensed spectrum (2.4 and 5 GHz), and thus avoids negotiations with telecom operators and government. This adds to the cost advantage and allows basically anyone to start a WiFi-based long distance network. [9]

			Long Range WiFi Networks in Poor Countries

			The first long range WiFi networks were set up ten to fifteen years ago. In poor countries, two main types have been built. The first is aimed at providing internet access to people in remote villages. An example is the Akshaya network in India, which covers the entire Kerala State and is one of the largest wireless networks in the world. The infrastructure is built around approximately 2,500 “computer access centers,” which are open to the local population — direct ownership of computers is minimal in the region. [13]

			Another example, also in India, are the AirJaldi networks which provide internet access to approximately 20,000 users in six states, all in remote regions and on difficult terrain. Most nodes in this network are solar-powered and the distance between them can range up to 50 km or more. [14] In some African countries, local WiFi-networks distribute internet access from a satellite gateway. [15] [16]

			A second type of long distance WiFi network in poor countries is aimed at providing telemedicine to remote communities. In remote regions, health care is often provided through health posts scarcely equipped and attended by health technicians who are barely trained. [17] Long-range WiFi networks can connect urban hospitals with these outlying health posts, allowing doctors to remotely support health technicians using high-resolution file transfers and real-time communication tools based on voice and video.

			An example is the link between Cabo Pantoja and Iquitos in the Loreto province in Peru, which was established in 2007. The 450 km network consists of 17 towers which are 16 to 50 km apart. The line connects 15 medical outposts in remote villages with the main hospital in Iquitos and is aimed at remote diagnosis of patients. [17] [18] All equipment is powered by solar panels. [18] [19] Other succesful examples of long range WiFi telemedicine networks have been built in India, Malawi and Ghana. [20] 21]

			WiFi-Based Community Networks in Europe

			The low-tech networks in poor countries are set up by NGO’s, governments, universities or businesses. In contrast, most of the WiFi-based long distance networks in remote regions of rich countries are so-called “community networks:” the users themselves build, own, power and maintain the infrastructure. Similar to the shared wireless approach in cities, reciprocal resource sharing forms the basis of these networks: participants can set up their own node and connect to the network (for free), as long as their node also allows traffic of other members. Each node acts as a WiFi routing device that provides IP forwarding services and a data link to all users and nodes connected to it. [8] [22]

			Consequently, with each new user, the network becomes larger. There is no a-priori overall planning. A community network grows bottom-up, driven by the needs of its users, as nodes and links are added or upgraded following demand patterns. The only consideration is to connect a node from a new participant to an existing one. As a node is powered on, it discovers it neighbours, attributes itself a unique IP address, and then establishes the most appropriate routes to the rest of the network, taking into account the quality of the links. Community networks are open to participation to everyone, sometimes according to an open peering agreement. [8] [9] [19] [22]

			Despite the lack of reliable statistics, community networks seem to be rather succesful, and there are several large ones in Europe, such as Guifi (Spain), Athens Wireless Metropolitan Network (Greece), FunkFeuer (Austria), and Freifunk (Germany). [8] [22] [23] [24]

			The Spanish network is the largest WiFi-based long distance network in the world with more than 50,000 kilometers of links, although a small part is based on optic fiber links. Most of it is located in the Catalan Pyrenees, one of the least populated areas in Spain. The network was initiated in 2004 and now has close to 30,000 nodes, up from 17,000 in 2012. [8] [22]

			Guifi.net provides internet access to individuals, companies, administrations and universities. In principle, the network is installed, powered and maintained by its users, although volunteer teams and even commercial installers are present to help. Some nodes and backbone upgrades have been succesfully crowdfunded by indirect beneficiaries of the network. [8] [22]

			Performance of Low-tech Networks

			So how about the performance of low-tech networks? What can you do with them? The available bandwidth per user can vary enormously, depending on the bandwidth of the gateway node(s) and the number of users, among other factors. The long-distance WiFi networks aimed at telemedicine in poor countries have few users and a good backhaul, resulting in high bandwidth (+ 40 Mbps). This gives them a similar performance to fiber connections in the developed world. A study of (a small part of) the Guifi.net community network, which has dozens of gateway nodes and thousands of users, showed an average throughput of 2 Mbps, which is comparable to a relatively slow DSL connection. Actual throughput per user varies from 700 kbps to 8 Mbps. [25]

			However, the low-tech networks that distribute internet access to a large user base in developing countries can have much more limited bandwidth per user. For example, a university campus in Kerala (India) uses a 750 kbps internet connection that is shared across 3,000 faculty members and students operating from 400 machines, where during peak hours nearly every machine is being used.

			Therefore, the worst-case average bandwidth available per machine is approximately 1.9 kbps, which is slow even in comparison to a dial-up connection (56 kbps). And this can be considered a really good connectivity compared to typical rural settings in poor countries. [26] To make matters worse, such networks often have to deal with an intermittent power supply.

			Under these circumstances, even the most common internet applications have poor performance, or don’t work at all. The communication model of the internet is based on a set of network assumptions, called the TCP/IP protocol suite. These include the existence of a bi-directional end-to-end path between the source (for example a website’s server) and the destination (the user’s computer), short round-trip delays, and low error rates.

			Many low-tech networks in poor countries do not comform to these assumptions. They are characterized by intermittent connectivity or “network partitioning”— the absence of an end-to-end path between source and destination — long and variable delays, and high error rates. [21] [27] [28]

			Delay-Tolerant Networks

			Nevertheless, even in such conditions, the internet could work perfectly fine. The technical issues can be solved by moving away from the always-on model of traditional networks, and instead design networks based upon asynchronous communication and intermittent connectivity. These so-called “delay-tolerant networks” (DTNs) have their own specialized protocols overlayed on top of the lower protocols and do not utilize TCP. They overcome the problems of intermittent connectivity and long delays by using store-and-forward message switching.

			Information is forwarded from a storage place on one node to a storage place on another node, along a path that eventually reaches its destination. In contrast to traditional internet routers, which only store incoming packets for a few milliseconds on memory chips, the nodes of a delay-tolerant network have persistent storage (such as hard disks) that can hold information indefinitely. [27] [28]

			Delay-tolerant networks don’t require an end-to-end path between source and destination. Data is simply transferred from node to node. If the next node is unavailable because of long delays or a power outage, the data is stored on the hard disk until the node becomes available again. While it might take a long time for data to travel from source to destination, a delay-tolerant network ensures that it will eventually arrive.

			Delay-tolerant networks further decrease capital costs and energy use, leading to the most efficient use of scarce resources. They keep working with an intermittent energy supply and they combine well with renewable energy sources: solar panels or wind turbines could power network nodes only when the sun shines or the wind blows, eliminating the need for energy storage.

			Data Mules

			Delay-tolerant networking can take surprising forms, especially when they take advantage of some non-traditional means of communication, such as “data mules.” [11] [29] In such networks, conventional transportation technologies — buses, cars, motorcycles, trains, boats, airplanes — are used to ferry messages from one location to another in a store-and-forward manner.

			Examples are DakNet and KioskNet, which use buses as data mules. [30] [31] [32] [33] [34] In many developing regions, rural bus routes regularly visit villages and towns that have no network connectivity. By equipping each vehicle with a computer, a storage device and a mobile WiFi-node on the one hand, and by installing a stationary WiFi-node in each village on the other hand, the local transport infrastructure can substitute for a wireless internet link. [11]

			Outgoing data (such as sent emails or requests for webpages) is stored on local computers in the village until the bus comes withing range. At this point, the fixed WiFi-node of the local computer automatically transmits the data to the mobile WiFi-node of the bus. Later, when the bus arrives at a hub that is connected to the internet, the outgoing data is transmitted from the mobile WiFi-node to the gateway node, and then to the internet. Data sent to the village takes the opposite route. The bus — or data — driver doesn’t require any special skills and is completely oblivious to the data transfers taking place. He or she does not need to do anything other than come in range of the nodes. [30] [31]

			The use of data mules offers some extra advantages over more “sophisticated” delay-tolerant networks. A “drive-by” WiFi network allows for small, low-cost and low-power radio devices to be used, which don’t require line of sight and consequently no towers — further lowering capital costs and energy use compared to other low-tech networks. [30] [31] [32]

			The use of short-distance WiFi-links also results in a higher bandwidth compared to long-distance WiFi-links, which makes data mules better suited to transfer larger files. On average, 20 MB of data can be moved in each direction when a bus passes a fixed WiFi-node. [30] [32] On the other hand, latency (the time interval between sending and receiving data) is usually higher than on long-range WiFi-links. A single bus passing by a village once a day gives a latency of 24 hours.

			Delay-Tolerant Software

			Obviously, a delay-tolerant network (DTN) — whatever its form — also requires new software: applications that function without a connected end-to-end networking path. [11] Such custom applications are also useful for synchronous, low bandwidth networks. Email is relatively easy to adapt to intermittent connectivity, because it’s an asynchronous communication method by itself. A DTN-enabled email client stores outgoing messages until a connection is available. Although emails may take longer to reach their destination, the user experience doesn’t really change.

			Browsing and searching the web requires more adaptations. For example, most search engines optimize for speed, assuming that a user can quickly look through the returned links and immediately run a second modified search if the first result is inadequate. However, in intermittent networks, multiple rounds of interactive search would be impractical. [26] [35] Asynchronous search engines optimize for bandwith rather than response time. [26] [30] [31] [35] [36] For example, RuralCafe desynchronizes the search process by performing many search tasks in an offline manner, refining the search request based on a database of similar searches. The actual retrieval of information using the network is only done when absolutely necessary.

			Some DTN-enabled browsers download not only the explicitly requested webpages but also the pages that are linked to by the requested pages. [30] Others are optimized to return low-bandwidth results, which are achieved by filtering, analysis, and compression on the server site. A similar effect can be achieved through the use of a service like Loband, which strips webpages of images, video, advertisements, social media buttons, and so on, merely presenting the textual content. [26]

			Browsing and searching on intermittent networks can also be improved by local caching (storing already downloaded pages) and prefetching (downloading pages that might be retrieved in the future). [26] Many other internet applications could also be adapted to intermittent networks, such as electronic form filling, interaction with e-commerce sites, blogsoftware, large file downloads, social media, and so on. [11] [30] All these applications would remain possible, though at lower speeds.

			Sneakernets

			Obviously, real-time applications such as internet telephony, media streaming, chatting or videoconferencing are impossible to adapt to intermittent networks, which provide only asynchronous communication. These applications are also difficult to run on synchronous networks that have limited bandwidth. Because these are the applications that are in large part responsible for the growing energy use of the internet, one could argue that their incompatibility with low-tech networks is actually a good thing.

			Furthermore, many of these applications could be organized in different ways. While real-time voice or video conversations won’t work, it’s perfectly possible to send and receive voice or video messages. And while streaming media can’t happen, downloading music albums and video remains possible. Moreover, these files could be “transmitted” by the most low-tech internet technology available: a sneakernet. In a sneakernet, digital data is “wirelessly” transmitted using a storage medium such as a hard disk, a USB-key, a flash card, or a CD or DVD. Before the arrival of the internet, all computer files were exchanged via a sneakernet, using tape or floppy disks as a storage medium.

			Just like a data mules network, a sneakernet involves a vehicle, a messenger on foot, or an animal (such as a carrier pigeon). However, in a sneakernet there is no automatic data transfer between the mobile node (for instance, a vehicle) and the stationary nodes (sender and recipient). Instead, the data first have to be transferred from the sender’s computer to a portable storage medium. Then, upon arrival, the data have to be transferred from the portable storage medium to the receiver’s computer. [30] A sneakernet thus requires manual intervention and this makes it less convenient for many internet applications.

			There are exceptions, though. For example, a movie doesn’t have to be transferred to the hard disk of your computer in order to watch it. You play it straight from a portable hard disk or slide a disc into the DVD-player. Moreover, a sneakernet also offers an important advantage: of all low-tech networks, it has the most bandwidth available. This makes it perfectly suited for the distribution of large files such as movies or computer games. In fact, when very large files are involved, a sneakernet even beats the fastest fiber internet connection. At lower internet speeds, sneakernets can be advantageous for much smaller files.

			Technological progress will not lower the advantage of a sneakernet. Digital storage media evolve at least as fast as internet connections and they both improve communication in an equal way.

			Resilient Networks

			While most low-tech networks are aimed at regions where the alternative is often no internet connection at all, their usefulness for well-connected areas cannot be overlooked. The internet as we know it in the industrialized world is a product of an abundant energy supply, a robust electricity infrastructure, and sustained economic growth. This “high-tech” internet might offer some fancy advantages over the low-tech networks, but it cannot survive if these conditions change. This makes it extremely vulnerable.

			Depending on their level of resilience, low-tech networks can remain in operation when the supply of fossil fuels is interrupted, when the electricity infrastructure deteriorates, when the economy grinds to a halt, or if other calamities should hit. Such a low-tech internet would allow us to surf the web, send and receive e-mails, shop online, share content, and so on. Meanwhile, data mules and sneakernets could serve to handle the distribution of large files such as videos. Stuffing a cargo vessel or a train full of digital storage media would beat any digital network in terms of speed, cost and energy efficiency. And if such a transport infrastructure would no longer be available, we could still rely on messengers on foot, cargo bikes and sailing vessels.

			Such a hybrid system of online and offline applications would remain a very powerful communication network — unlike anything we had even in the late twentieth century. Even if we envision a doom scenario in which the wider internet infrastructure would disintegrate, isolated low-tech networks would still be very useful local and regional communication technologies. Furthermore, they could obtain content from other remote networks through the exchange of portable storage media. The internet, it appears, can be as low-tech or high-tech as we can afford it to be. ←
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					A Freifunk WiFi-node is installed in Berlin, Germany. Image by Boris Niehaus (CC BY-SA 3.0).
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					A Guifi.net supernode is installed in Catalonia, Spain. Image by Lluis tgn (CC BY-SA 4.0)
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					A node in the Scottish Tegola Network. Attribution 3.0 Unported (CC BY 3.0).
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					A node in the Scottish Tegola Network. Attribution 3.0 Unported (CC BY 3.0).
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					Home made network devices. Pretty fly for a Wifi, Roel Roscam Abbing and Lídia Pereira.
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					Backhaul relay in the Garhwal Network, AirJaldi. Source: Wireless Networking in the Developing World (wndw.net). CC BY-SA 3.0.
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					A solar powered node in the Kumaon Network, AirJaldi. Source: Wireless Networking in the Developing World (wndw.net). CC BY-SA 3.0.
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					Nodes in Vienna’s community network. Source: FunkFeur (http://www.funkfeuer.at/). Accessed March 16, 2021.
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					A wifi-node in Brooklyn, NY. Source: Wireless Networking in the Developing World (wndw.net). CC BY-SA 3.0.
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			How to Build a Low-tech Website?

		
			Our new website is designed to radically reduce the energy use associated with accessing our content.

					September 2018

			Low-tech Magazine questions the belief in technological progress, and highlights the potential of past knowledge and technologies for designing a sustainable society. Because a web redesign was long overdue — and because we try to practice what we preach — we decided to build a low-tech website that meets our needs and abides by our principles.

			To reduce energy use, we opted for a back to basics web design, using a static site instead of a database driven content management system. We further apply default typefaces, dithered images, off-line reading options, and other tricks to lower energy use far below that of the average website. In addition, the low resource requirements and open design help to keep the blog accessible for visitors with older computers and/or less reliable Internet connections.

			Because it uses so little energy, this website can be run on a mini-computer with the processing power of a mobile phone. It needs 0.5 to 2 watts of power, which is supplied by a small, off-grid solar PV system on the balcony of the author’s home. Typical for off-the-grid renewable power systems, energy storage is limited. This means that the website will go off-line during longer periods of cloudy weather.

			Why a Low-tech Website?

			We were told that the Internet would “dematerialise” society and decrease energy use. Contrary to this projection, it has become a large and rapidly growing consumer of energy itself. In order to offset the negative consequences associated with high energy consumption, renewable energy has been proposed as a means to lower emissions from powering data centers. For example, Greenpeace’s ClickClean report ranks major Internet companies based on their use of renewable power sources.

			However, running data centers on renewable power sources is not enough to address the growing energy use of the Internet. To start with, the Internet already uses three times more energy than all wind and solar power sources worldwide can provide (see “Why we need a speed limit for the internet”, in this volume). Furthermore, manufacturing, and regularly replacing, renewable power plants also requires energy, meaning that if data traffic keeps growing, so will the use of fossil fuels.

			Finally, solar and wind power are not always available, which means that a network running on renewable power sources would require infrastructure for energy storage and/or transmission that is also dependent on fossil fuels for its manufacture and replacement. Powering websites with renewable energy is not a bad idea. However, the trend towards growing energy use must also be addressed.

			Websites are getting “fatter”

			The growing energy use of the Internet is associated with three trends. First, content is becoming increasingly resource-intensive. This has a lot to do with the growing importance of video, but a similar trend can be observed among websites. The size of the average web page (defined as the average page size of the 500,000 most popular websites) increased from 0.45 megabytes in 2010 to 2 megabytes in December 2020. For mobile websites, the average “page weight” rose more than tenfold from 0.15 MB in 2011 to 1.9 MB in 2020.[1]

			The growth in data traffic surpasses the advances in energy efficiency (the energy required to transfer 1 megabyte of data over the Internet), resulting in more and more energy use. Over and above this, “heavier” or “larger” websites not only increase energy use in the network infrastructure, but they also shorten the lifetime of computers — larger websites require more powerful computers to access them. This means that more computers need to be manufactured, which is a very energy-intensive process.[2]

			We’re always online

			A second reason for growing Internet energy consumption is that we spend more and more time on-line. Before the arrival of portable computing devices and wireless network access, we were only connected to the network when we had access to a desktop computer in the office, at home, or in the library. We now live in a world in which no matter where we are, we are always on-line, including, at times, via more than one device simultaneously.

			“Always-on” Internet access is accompanied by a cloud computing model – allowing more energy efficient user devices at the expense of increased energy use in data centers. Increasingly, activities that could perfectly happen off-line – such as writing a document, filling in a spreadsheet, or storing data – are now requiring continuous network access. This does not combine well with renewable energy sources such as wind and solar power, which are not always available.

			Surveillance

			A final reason for the growing energy use of the Internet is data traffic that has nothing to do with content at all. It concerns software updates and upgrades[3], trackers, cookies, advertisements, and other tools used by surveillance capitalists. Obviously, these last two drivers of energy use are problematic in many ways, not just in terms of sustainability.[4] [5]

			Addressing these issues

			Our new web design addresses all these issues. Thanks to a low-tech web design, we managed to decrease the average page size of the blog by a factor of ten compared to the old design – all while making the website visually more attractive. Secondly, our new website runs 100% on solar power, not just in words, but in reality: it has its own energy storage and will go off-line during longer periods of cloudy weather. Finally, the solar powered website does not track its visitors in any way.

			The Internet is not an autonomous being. Its growing energy use is the consequence of actual decisions made by internet companies, software developers, web designers, marketing departments, publishers and internet users. With a lightweight, off-grid solar-powered website, we want to show that other decisions can be made. At the same time, we use design to reveal the infrastructure behind the website.

			Static Site Generator

			One of the fundamental choices we made was to build a static website, like in the old days. In fact, our website is inspired by the first website ever made.[6] Most of today’s websites use server side programming languages that generate the website on the fly by querying a database. This means that every time someone visits a web page, it is generated on demand.

			On the other hand, a static website is generated once and exists as a simple set of documents on the server’s hard disc. It’s always there — not just when someone visits the page. Static websites are thus based on file storage whereas dynamic websites depend on recurrent computation. Static websites consequently require less processing power and thus less energy.

			The choice for a static site enables the possibility of serving the site in an economic manner from our home office in Barcelona. Doing the same with a database-driven website would be nearly impossible, because it would require too much energy for a high traffic website such as Low-tech Magazine. It would also be a big security risk. Although a web server with a static site can be hacked, there are significantly less attack routes and the damage is more easily repaired.

			Dithered Images

			The main challenge was to reduce page size without making the website less attractive. Because images take up most of the bandwidth, it would be easy to obtain very small page sizes and lower energy use by eliminating images, reducing their number, or making them much smaller. However, visuals are an important part of Low-tech Magazine’s appeal, and the website would not be the same without them.

			Instead, we chose to apply an obsolete image compression technique called “dithering”. The number of colours in an image, combined with its file format and resolution, contributes to the size of an image. Thus, instead of using full-colour high-resolution images, we chose to convert all images to black and white, with four levels of grey in-between.

			These black-and-white images are then coloured according to the pertaining content category via the browser’s native image manipulation capacities. Compressed through this dithering plugin, images featured in the articles add much less load to the content: compared to the old website, the images are roughly ten times less resource-intensive.[7]

			Default typeface / No logo

			All resources loaded, including typefaces and logos, are an additional request to the server, requiring storage space and energy use. Therefore, our new website does not load a custom typeface and removes the font-family declaration, meaning that visitors will see the default typeface of their browser. Only one weight (regular) of a font is used, demonstrating that content hierarchy can be communicated without loading multiple typefaces and weights.

			We use a similar approach for the logo. In fact, Low-tech Magazine never had a real logo, just a banner image of a spear held as a low-tech weapon against prevailing high-tech claims. Instead of a designed logotype, which would require the production and distribution of custom typefaces and imagery, Low-tech Magazine’s new identity consists of a single typographic move: to use the left-facing arrow in place of the hypen in the blog’s name: LOW←TECH MAGAZINE. This pared-down identity drew inspiration from the past as well as the banner image of the previous design.

			No Third-Party Tracking, No Advertising Services, No Cookies

			Visiting the solar powered website is entirely anonymous. We don’t track visi­tors. We don’t use cookies or advertising services.

			Low-tech Magazine has been running Google Adsense advertisements since the beginning in 2007. However, these services are not compatible with our new web design because they raise data traffic and thus energy use. Furthermore, Google collects information from the website’s visitors, which forces us to craft extensive privacy statements and cookie warnings – which consume data and annoy visitors.

			Why does the website go offline?

			Quite a few web hosting companies claim that their servers are running on renewable energy. However, even when they actually generate solar power on-site, and do not merely “offset” fossil fuel power use by planting trees or the like, their websites are always online. This means that either they have a giant battery storage system on-site (which makes their power system unsustainable), or that they are relying on grid power when there is a shortage of solar power (which means that they do not really run on 100% solar power).

			In contrast, this website runs on an off-the-grid solar power system with its own energy storage, and will go off-line during longer periods of cloudy weather. Less than 100% reliability is essential for the sustainability of an off-the-grid solar system, because above a certain threshold the fossil fuel energy used for producing and replacing the batteries is higher than the fossil fuel energy saved by the solar panels. Apart from sustainability (and costs), the author’s home has limited space for installing solar panels and batteries. Keeping the server on-line no matter what — the standard business model of webhosting companies — simply requires too many batteries.

			How often is the website offline?

			Initially, we ran the website on a 50W solar panel with an old 86.4 Wh lead-acid battery. Early 2020, we switched to a 30W solar panel and a brand new 168 Wh lead-acid battery. We keep experimenting with different sizes of solar panels and batteries to find the optimal balance between uptime and sustainability.

			In spite of the different configurations, the solar powered website obtained an uptime of 95% in both 2019 and 2020, meaning that it was offline for 20 days per year. Obtaining an uptime of 100% would require at least five times more battery energy storage.

			When is the best time to visit?

			The accessibility of this website depends on the weather in Barcelona, Spain, where the solar-powered web server is located. Because it is solar powered, the website is most often online during the summer.

			To help readers “plan” their visits to Low-tech Magazine, we provide them with several pointers. A battery meter provides crucial information because it may tell the visitor that the blog is about to go down — or that it’s “safe” to read it. The design features a background colour that indicates the capacity of the solar-charged battery that powers the website server. A decreasing height indicates that night has fallen or that the weather is bad.

			In addition to the battery level, other information about the website server is visible with a statistics dashboard. This includes contextual information of the server’s location: time, current sky conditions, upcoming forecast, and the duration since the server last shut down due to insufficient power. To access Low-tech Magazine no matter the weather, we have several offline reading options available. For example, we offer a printed version of the website, of which you are holding a volume in your hands. ←
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					The website, the server and the solar charge controller.
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					The web server and the solar charge controller.
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					The solar panel that powers the web server.
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					The energy storage for the solar powered website.
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					The website with battery meter at 50%.
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					A category page on the new website.
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					Weather prevision on the website.
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					Power use data.
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					“A dithered image from the website. Taken from the article How to Keep Beverages Cool Outside the Refrigerator.”

				

			

		

	
		
			About the Website

			Web design and development: Marie Otsuka, Roel Roscam Abbing.

			The website: https://solar.lowtechmagazine.com

			The project is open source. We have released the source code for ‘solar’, the Pelican theme we developed here: https://github.com/lowtechmag/solar

			We wrote three extra articles with more in-depth technical information:

			How to build a low-tech website: software and hardware, which focuses on the back-end. https://homebrewserver.club/low-tech-website-howto.html

			How to Build a Low-tech Website: Design Techniques and Process, which focuses on the front-end. https://github.com/lowtechmag/solar/wiki/Solar-Web-Design

			How sustainable is a solar powered website?, which focuses on the sizing of the solar PV system and the optimal balance between uptime and sustainability. https://solar.lowtechmagazine.com/2020/01/how-sustainable-is-a-solar-powered-website.html
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			How Sustainable is a Solar Powered Website?

		
			We present our website’s energy and uptime data, calculate the embodied energy of our configuration, consider the optimal balance between sustainability and server uptime, and outline possible improvements.

					January 2020

			Introduction

			In September 2018, Low-tech Magazine launched a new website that aimed to radically reduce the energy use and carbon emissions associated with accessing its content. Internet energy use is growing quickly on account of both increasing bit rates (online content gets “heavier”) and increased time spent online (especially since the arrival of mobile computing and wireless internet).

			The solar powered website bucks against these trends. To drop energy use far below that of the average website, we opted for a back-to-basics web design, using a static website instead of a database driven content management system. To reduce the energy use associated with the production of the solar panel and the battery, we chose a minimal set-up and accepted that the website goes off-line when the weather is bad.

			Our self-hosted, solar-powered, off-grid website has been running for 15 months now. In this article, we present its energy and uptime data, and calculate the embodied energy of our configuration. Based on these results, we consider the optimal balance between sustainability and server uptime, and outline possible improvements.

			Uptime, Electricity Use & System Efficiency

			Uptime

			The solar powered website goes off-line when the weather is bad – but how often does that happen? For a period of about one year (351 days, from 12 December 2018 to 28 November 2019), we achieved an uptime of 95.26%. This means that we were off-line due to bad weather for 399 hours.

			If we ignore the last two months, our uptime was 98.2%, with a downtime of only 152 hours. Uptime plummeted to 80% during the last two months, when a software upgrade increased the energy use of the server. This knocked the website off-line for at least a few hours every night.

			Electricity Use and System Efficiency

			Let’s have a look at the electricity used by our web server (the “operational” energy use). We have measurements from the server and from the solar charge controller. Comparing both values reveals the inefficiencies in the system. Over a period of roughly one year (from 3 December 2018 to 24 November 2019), the electricity use of our server was 9.53 kilowatt-hours (kWh).

			We measured significant losses in the solar PV system due to voltage conversions and charge/discharge losses in the battery. The solar charge controller showed a yearly electricity use of 18.10 kWh, meaning that system efficiency was roughly 50%.

			Energy Use per Unique Visitor

			During the period under study, the solar powered website received 865,000 unique visitors. Including all energy losses in the solar set-up, electricity use per unique visitor is then 0.021 watt-hour.

			One kilowatt-hour of solar generated electricity can thus serve almost 50,000 unique visitors, and one watt-hour of electricity can serve roughly 50 unique visitors. This is all renewable energy and as such there are no direct associated carbon emissions.

			Embodied Energy Use & Uptime

			The story often ends here when renewable energy is presented as a solution for the growing energy use of the internet. When researchers examine the energy use of data centers, which host the content that is accessible on the internet, they never take into account the energy that is required to build and maintain the infrastructure that powers those data centers.

			There is no such omission with a self-hosted website powered by an off-the-grid solar PV installation. The solar panel, the battery, and the solar charge controller are equally essential parts of the installation as the server itself. Consequently, energy use for the mining of the resources and the manufacture of these components – the “embodied energy” – must also be taken into account.

			Unfortunately, most of this energy comes from fossil fuels, either in the form of diesel (mining the raw materials and transporting the components) or in the form of electricity generated mainly by fossil fuel power plants (most manufacturing processes).

			The embodied energy of our configuration is mainly determined by the size of the battery and the solar panel. At the same time, the size of battery and solar panel determine how often the website will be online (the “uptime”). Consequently, the sizing of battery and solar panel is a compromise between uptime and sustainability.

			To find the optimal balance, we have run (and keep running) our system with different combinations of solar panels and batteries. Uptime and embodied energy are also determined by the local weather conditions, so the results we present here are only valid for our location (the balcony of the author’s home near Barcelona, Spain).

			Uptime and Battery size

			Battery storage capacity determines how long the website can run without a supply of solar power. A minimum of energy storage is required to get through the night, while additional storage can compensate for a certain period of low (or no) solar power production during the day. Batteries deteriorate with age, so it’s best to start with more capacity than is actually needed, otherwise the battery needs to be replaced rather quickly.

			> 90% Uptime

			First, let’s calculate the minimum energy storage needed to keep the website online during the night, provided that the weather is good, the battery is new, and the solar panel is large enough to charge the battery completely. The average power use of our web server during the first year, including all energy losses in the solar installation, was 1.97 watts. During the shortest night of the year (8h50, June 21), we need 17.40 watt-hour of storage capacity, and during the longest night of the year (14h49, December 21), we need 29.19 Wh.

			Because lead-acid batteries should not be discharged below half of their capacity, the solar powered server requires a 60 Wh lead-acid battery to get through the shortest nights when solar conditions are optimal (2 x 29.19Wh). For most of the year we ran the system with a slightly larger energy storage (up to 86.4 Wh) and a 50W solar panel, and achieved the above mentioned uptime of 95-98%.[1]

			100% Uptime

			A larger battery would keep the website running even during longer periods of bad weather, again provided that the solar panel is large enough to charge the battery completely. To compensate for each day of very bad weather (no significant power production), we need 47.28 watt-hour (24h x 1.97 watts) of storage capacity.

			From 1 December 2019 to 12 January 2020, we combined the 50 W solar panel with a 168 watt-hour battery, which has a practical storage capacity of 84 watt-hour. This is enough storage to keep the website running for two nights and a day. Even though we tested this configuration during the darkest period of the year, we had relatively nice weather and achieved an uptime of 100%.

			However, to assure an uptime of 100% over a period of years would require more energy storage. To keep the website online during four days of low or no power production, we would need a 440 watt-hour lead-acid battery – the size of a car battery. We include this configuration to represent the conventional approach to off-grid solar power.

			< 90% Uptime

			We also made calculations for batteries that aren’t large enough to get the website through the shortest night of the year: 48 Wh, 24 Wh, and 15.6 Wh (with practical storage capacities of 24 Wh, 12 Wh, and 7.8 Wh, respectively). The latter is the smallest lead-acid battery commercially available.

			If the weather is good, the 48 Wh lead-acid battery will keep the server running during the night from March to September. The 24 Wh lead acid-battery can keep the website online for a maximum of 6 hours, meaning that the server will go off-line each night of the year, although at different hours depending on the season.

			Finally, the 15.6 Wh battery keeps the website online for only four hours when there’s no solar power. Even if the weather is good, the server will stop working around 1 am in summer and around 9 pm in winter. The maximum uptime for the smallest battery would be around 50%, and in practice it will be lower due to clouds and rain.

			A website that goes off-line in evening could be an interesting option for a local online publication with low anticipated traffic after midnight. However, since Low-tech Magazine’s readership is almost equally divided between Europe and the USA this is not an attractive option. If the website goes down every night, our American readers could only access it during the morning.

			Uptime and Solar Panel Size

			The uptime of the solar powered website is not only determined by the battery, but also by the solar panel, especially in relation to bad weather. The larger the solar panel, the quicker it will charge the battery and fewer hours of sun will be needed to get the website through the night. For example, with the 50W solar panel, one to two hours of sun are sufficient to completely charge most of the batteries.

			Replace the 50 W solar panel by a 10 W solar panel, however, and the system needs at least 5.5 hours to charge the 86.4 Wh battery in optimal conditions (2 W to operate the server, 8 W to charge the battery). If the 10W solar panel is combined with a larger, 168 Wh lead-acid battery, it needs 10.5 hours of full sun to charge the battery completely, which is only possible from February to November.

			Clouds

			A larger solar panel is equally advantageous during cloudy weather. Clouds can lower solar energy production to anywhere between 0 and 90% of maximum capacity, depending on the thickness of cloud cover. If a 50 watt solar panel produces just 10% of its maximum capacity (5W), that’s still enough to run the server (2W) and charge the battery (3W).

			However, if a 10 W solar panel only produces 10% of its capacity, that’s just enough to power the server, and the battery won’t be charged. We ran the website on a 10 W panel from 12 to 21 January 2020, and it quickly went down when the weather was not optimal. We are now powering the website with a 30W solar panel (and a 168 Wh battery).

			A 5 W solar panel – the smallest 12V solar panel commercially available – is the absolute minimum required to run a solar powered website. However, only under optimal conditions will it be able to power the server (2W) and charge the battery (3W), and it could only keep the website running through the night if the day is long enough. Because solar panels rarely generate their maximum power capacity, this would result in a website that is online only while the sun shines.

			Even though the combination of a small solar panel and large battery can have the same embodied energy as the combination of a large solar panel and a small battery, the system each creates will have very different characteristics. In general, it’s best to opt for a larger solar panel and a smaller battery, because this combination increases the life expectancy of the battery – lead-acid batteries need to be fully charged from time to time or they lose storage capacity.

			Embodied Energy for Different Sizes of Batteries and Solar Panels

			It takes 1.03 megajoule (MJ) to produce 1 watt-hour of lead-acid battery capacity[2], and 3,514 MJ of energy to produce 1 m2 of solar panel.[3] In the table on page 99, we present the embodied energy for different sizes of batteries and solar panels and then calculate the embodied energy per year, based on a life expectancy of 5 years for batteries and 25 years for solar panels. The values are converted to kilowatt-hours per year and refer to primary energy, not electricity.

			A solar powered website also needs a charge controller and of course a web server. The embodied energy for these components remains the same no matter the size of solar panel or battery. The embodied energy per year is based on a life expectancy of 10 years.[4][5]

			We now have all data to calculate the total embodied energy for each combination of solar panels and batteries. The results are shown in the table on page 100. The embodied energy varies by a factor of five depending on the configuration: from 10.92 kWh primary energy per year for the combination of the smallest solar panel (5W) with the smallest battery (15.6 Wh) to 50.46 kWh primary energy per year for the combination of the largest solar panel (50 W) with the largest battery (440Wh).

			If we divide these results by the number of unique visitors per year (865,000), we obtain the embodied energy use per unique visitor to our website. For our original configuration with 95-98% uptime (50W solar panel, 86.4Wh battery), primary energy use per unique visitor is 0.03 Wh. This result would be pretty similar for the other configurations with a lower uptime, because although the embodied energy is lower, so is the number of unique visitors.

			Carbon Emissions: How Sustainable is the Solar Powered Website?

			Now that we have calculated the embodied energy of different configurations, we can calculate the carbon emissions. We can’t compare the environmental footprint of the solar powered website with that of the old website, because it is hosted elsewhere and we can’t measure its energy use. What we can compare is the solar powered website with a similar self-hosted configuration that is run on grid power. This allows us to assess the (un)sustainability of running the website on solar power.

			Life cycle analyses of solar panels are not very useful for working out the CO2-emissions of our components because they work on the assumption that all energy produced by the panels is used. This is not necessarily true in our case: the larger solar panels waste a lot of solar power in optimal weather conditions.

			We therefore take another approach: we convert the embodied energy of our components to litres of oil (1 litre of oil is 10 kWh of primary energy) and calculate the result based on the CO2-emissions of oil (1 litre of oil produces 3 kg of greenhouse gasses, including mining and refining it). This takes into account that most solar panels and batteries are now produced in China – where the power grid is three times as carbon-intensive and 50% less energy efficient than in Europe.[6]

			This means that fossil fuel use associated with hosting the solar powered Low-tech Magazine during the first year (50W panel, 86.4 Wh battery) corresponds to 3 litres of oil and 9 kg of carbon emissions – as much as an average European car driving a distance of 50 km. The results for the other configurations are in the table above.

			Comparison with Carbon Intensity of Spanish Power Grid

			Now let’s calculate the hypothetical CO2-emissions from running our self-hosted web server on grid power instead of solar power. CO2-emissions in this case depend on the Spanish power grid, which happens to be one of the least carbon intensive in Europe due to its high share of renewable and nuclear energy (respectively 36.8% and 22% in 2019).

			Last year, the carbon intensity of the Spanish power grid decreased to 162g of CO2 per kWh of electricity. For comparison, the average carbon intensity in Europe is around 300g per kWh of electricity, while the carbon intensity of the US and Chinese power grid are respectively above 400g and 900g of CO2 per kWh of electricity.

			If we just look at the operational energy use of our server, which was 9.53 kWh of electricity during the first year, running it on the Spanish power grid would have produced 1.54 kg of CO2-emissions, compared to 3 – 10 kg in our tested configurations. This seems to indicate that our solar powered server is a bad idea, because even the smallest solar panel with the smallest battery generates more carbon emissions than grid power.

			However, we’re comparing apples to oranges. We have calculated our emissions based on the embodied energy of our installation. When the carbon intensity of the Spanish power grid is measured, the embodied energy of the renewable power infrastructure is taken to be zero. If we calculated our carbon intensity in the same way, of course it would be zero, too.

			Ignoring the embodied carbon emissions of the power infrastructure is reasonable when the grid is powered by fossil fuel power plants, because the carbon emissions to build that infrastructure are very small compared to the carbon emissions of the fuel that is burned. However, the reverse is true of renewable power sources, where operational carbon emissions are almost zero but carbon is emitted during the production of the power plants themselves.

			To make a fair comparison with our solar powered server, the calculation of the carbon intensity of the Spanish power grid should take into account the emissions from the building and maintaining of the power plants, the transmission lines, and – should fossil fuel power plants eventually disappear – the energy storage. Of course, ultimately, the embodied energy of all these components would depend on the chosen uptime.

			Possible Improvements

			There are many ways in which the sustainability of our solar powered website could be improved while maintaining our present uptime. Producing solar panels and batteries using electricity from the Spanish grid would have the largest impact in terms of carbon emissions, because the carbon footprint of our configuration would be roughly 5 times lower than it is now.

			What we can do ourselves is lower the operational energy use of the server and improve the system efficiency of the solar PV installation. Both would allow us to run the server with a smaller battery and solar panel, thereby reducing embodied energy. We could also switch to another type of energy storage or even another type of energy source.

			Server

			We already made some changes that have resulted in a lower operational energy use of the server. For example, we discovered that more than half of total data traffic on our server (6.63 of 11.16 TB) was caused by a single broken RSS implementation that pulled our feed every couple of minutes.

			Fixing this as well as some other changes lowered the power use of the server (excluding energy losses) from 1.14 watts to about 0.95 watts. The gain may seem small, but a difference in power use of 0.19 watts adds up to 4.56 watt-hour over the course of 24 hours, which means that the website can stay online for more than 2.5 hours longer.

			System Efficiency

			System efficiency was only 50% during the first year. Energy losses were experienced during charging and discharging of the battery (22%), as well as in the voltage conversion from 12V (solar PV system) to 5V (USB connection), where the losses add up to 28%. The initial voltage converter we built was pretty suboptimum (our solar charge controller doesn’t have a built-in USB-connection), so we could build a better one, or switch to a 5V solar PV set-up.

			Energy Storage

			To increase the efficiency of the energy storage, we could replace the lead-acid batteries with more expensive lithium-ion batteries, which have lower charge/discharge losses (<10%) and lower embodied energy. More likely is that we eventually switch to a more poetic small-scale compressed air energy storage system (CAES). Although low pressure CAES systems have similar efficiency to lead-acid batteries, they have much lower embodied energy due to their long life expectancy (decades instead of years).

			Energy Source

			Another way to lower the embodied energy is to switch renewable energy source. Solar PV power has high embodied energy compared to alternatives such as wind, water, or human power. These power sources could be harvested with little more than a generator and a voltage regulator – as the rest of the power plant could be built out of wood. Furthermore, a water-powered website wouldn’t require high-tech energy storage. If you’re in a cold climate, you could even operate a website on the heat of a wood stove, using a thermo-electric generator.

			Solar Tracker

			People who have a good supply of wind or water power could build a system with lower embodied energy than ours. However, unless the author starts ­powering his website by hand or foot, we’re pretty much stuck with solar ­power. The biggest improvement we could make is to add a solar tracker that makes the panel follow the sun, which could increase electricity generation by as much as 30%, and allow us to obtain a better uptime with a smaller panel.

			Let’s Scale Things Up!

			A final way to improve the sustainability of our system would be to scale it up: run more websites on a server, and run more (and larger) servers on a solar PV system. This set-up would have much lower embodied energy than an oversized system for each website alone.

			Solar Webhosting Company

			If we were to fill the author’s balcony with solar panels and start a solar powered webhosting company, the embodied energy per unique visitor would decrease significantly. We would need only one server for multiple websites, and only one solar charge controller for multiple solar panels. Voltage conversion would be more energy efficient, and both solar and battery power could be shared by all websites, which brings economies of scale.

			Of course, this is the very concept of the data center, and although we have no ambition to start such a business, others could take this idea forward: towards a data center that is run just as efficiently as any other data center today, but which is powered by renewables and goes off-line when the weather is bad.

			Add More Websites

			We found that the capacity of our server is large enough to host more websites, so we already took a small step towards economies of scale by moving the Spanish and French versions of Low-tech Magazine to the solar powered server (as well as some other translations).

			Although this move will increase our operational energy use and potentially also our embodied energy use, we also eliminate other websites that were hosted elsewhere. We also have to keep in mind that the number of unique visitors to Low-tech Magazine may grow in the future, so we need to become more energy efficient just to maintain our environmental footprint.

			Combine Server and Lighting

			Another way to achieve economies of scale would give a whole new twist to the idea. The solar powered server is part of the author’s household, which is also partly powered by off-grid solar energy. We could test different sizes of batteries and solar panels – simply swapping components between solar installations.

			When we were running the server on the 50 W panel, the author was running the lights in the living room on a 10W panel – and was often left sitting in the dark. When we were running the server on the 10 W panel, it was the other way around: there was more light in the household, at the expense of a lower server uptime.

			Let’s say we run both the lights and the server on one solar PV system. It would lower the embodied energy if both systems are considered, because only one solar charge controller would be needed. Furthermore, it could result in a much smaller battery and solar panel (compared to two separate systems), because if the weather gets bad, the author could decide not to use the lights and keep the server online – or the other way around. This flexibility is not available now, because the server is the only load and its power use cannot be easily manipulated.

			Energy Use in the Network

			As far as we know, ours is the first life cycle analysis of a website that runs entirely on renewable energy and includes the embodied energy of its power and energy storage infrastructure. However, this is not, of course, the total energy use associated with this website.

			There’s also the operational and embodied energy of the network infrastructure (which includes our router, the internet backbone, and the mobile phone network), and the operational and embodied energy of the devices that our visitors use to access our website: smartphones, tablets, laptops, desktops. Some of these have low operational energy use, but they all have very limited lifespans and thus high embodied energy.

			Energy use in the network is directly related to the bit rate of the data traffic that runs through it, so our lightweight website is just as efficient in the communication network as it is on our server. However, we have very little influence over which devices people use to access our website, and the direct advantage of our design is much smaller here than in the network. For example, our website has the potential to increase the life expectancy of computers, because it’s light enough to be accessed with very old machines. Unfortunately, our website alone will not make people use their computers for longer.

			That said, both the network infrastructure and the end-use devices could be re-imagined along the lines of the solar powered website – downscaled and powered by renewable energy sources with limited energy storage. Parts of the network infrastructure could go off-line if the local weather is bad, and your e-mail may be temporarily stored in a rainstorm 3.000 km away. This type of network infrastructure actually exists in some countries, and those networks partly inspired this solar powered website. The end-use devices could have low energy use and long life expectancy.

			Because the total energy use of the internet is usually measured to be roughly equally distributed over servers, network, and end-use devices (all including the manufacturing of the devices), we can make a rough estimate of the total energy use of this website throughout a re-imagined internet. For our original set-up with 95.2% uptime, this would be 87.6 kWh of primary energy, which corresponds to 9 litres of oil and 27 kg of CO2 per year. The improvements we outlined earlier could bring these numbers further down, because in this calculation the whole internet is powered by oversized solar PV systems on balconies. ←

		

		
			
				
					
					
					
					
				
				
					
							
							Minimum energy storage required to keep the website online during the night *

						
					

					
							
							Month

						
							
							Daylight

						
							
							Night

						
							
							Storage

						
					

					
							
							21 Sep 2018

						
							
							12 h 13 min

						
							
							11 h 47 min

						
							
							23.21 Wh

						
					

					
							
							21 Oct 2018

						
							
							10 h 52 min

						
							
							13 h 8 min

						
							
							25.87 Wh

						
					

					
							
							21 Nov 2018

						
							
							 9 h 41 min

						
							
							14 h 19 min

						
							
							28.2 Wh

						
					

					
							
							21 Dec 2018

						
							
							 9 h 11 min

						
							
							14 h 49 min

						
							
							29.1 Wh

						
					

					
							
							21 Jan 2019

						
							
							 9 h 41 min

						
							
							14 h 19 min

						
							
							28.2 Wh

						
					

					
							
							21 Feb 2019

						
							
							10 h 53 min

						
							
							13 h 7 min

						
							
							25.84 Wh

						
					

					
							
							21 Mar 2019

						
							
							12 h 13 min

						
							
							11 h 47 min

						
							
							23.22 Wh

						
					

					
							
							21 Apr 2019

						
							
							13 h 34 min

						
							
							10 h 26 min

						
							
							20.55 Wh

						
					

					
							
							21 May 2019

						
							
							14 h 41 min

						
							
							9 h 19 min

						
							
							18.35 Wh

						
					

					
							
							21 Jun 2019

						
							
							15 h 10 min

						
							
							8 h 50 min

						
							
							17.4 Wh

						
					

					
							
							21 Jul 2019

						
							
							14 h 43 min

						
							
							9 h 17 min

						
							
							18.29 Wh

						
					

					
							
							21 Aug 2019

						
							
							13 h 36 min

						
							
							10 h 24 min

						
							
							20.49 Wh

						
					

					
							
							* Location: Barcelona

							* Provided that the weather is sunny

							* Wh = Watt-hours

						
					

				
			

		

		
			
				
					
					
				
				
					
							
							Expected uptimes by battery type on a full charge

						
					

					
							
							Battery

						
							
							Uptime

						
					

					
							
							440 Wh

						
							
							Website gets through 4 days of bad weather

						
					

					
							
							168 Wh

						
							
							Website gets through 1 day of bad weather

						
					

					
							
							86.4 Wh

						
							
							Website gets through the night if the weather is good

						
					

					
							
							48 Wh

						
							
							Website goes offline many nights of the year

						
					

					
							
							24 Wh

						
							
							Website goes offline every night

						
					

					
							
							15.6 Wh

						
							
							Website goes offline every night
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					A simple representation of our solar powered server. The voltage conversion (between the 12V charge ­controller and the 5V server) and the battery meter (between the server and the battery) are missing. Illustration: Diego Marmolejo.
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						Different sizes of solar panels and energy storage. Illustration: Diego Marmolejo.
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					The solar panels that power the website and the lights. Image: Marie Verdeil.
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					The solar panels that power the website and the lights. Image: Marie Verdeil.
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					The solar powered server in its new housing, screwed against the wall in the living room. The battery is in front. The solar charge controller below the laptop powers the lights in the room. Image: Marie Verdeil.
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					The solar powered server in its new housing, screwed against the wall in the living room. Image: Marie Verdeil.
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					The router, owned by the internet provider. It consumes ten times more power than the server. Image: Marie Verdeil.

				

			

		

		
			
				
					[image: ]
				

				
					Concept for a solar powered data center. Illustration: Diego Marmolejo.

				

			

		

		
			
				
					
						
							
							
						
						
							
									
									Other Components

								
									
									Embodied Energy

								
							

							
									
									Solar charge controller

								
									
									 3.33 kWh/year

								
							

							
									
									Server

								
									
									 5.00 kWh/year

								
							

							
									
									* Calculated on a life expectancy of 10 years

									* kWh/year = primary energy

								
							

						
					

				

				
					
						
							
							
						
						
							
									
									Embodied Energy of Different Components (per year of operation)

								
							

							
									
									Battery*

								
									
									Embodied Energy

								
							

							
									
									440Wh battery

								
									
									25.17 kWh/year

								
							

							
									
									168Wh battery

								
									
									9.60 kWh/year

								
							

							
									
									86.4Wh battery

								
									
									3.91 kWh/year

								
							

							
									
									48Wh battery

								
									
									2.75 kWh/year

								
							

							
									
									24Wh battery

								
									
									1.27 kWh/year

								
							

							
									
									15.6Wh battery

								
									
									0.89 kWh/year

								
							

							
									
									* Calculated on a life expectancy of 5 years

									* kWh/year = primary energy

								
							

						
					

				

				
					
						
							
							
						
						
							
									
									Solar Panel*

								
									
									Embodied Energy

								
							

							
									
									50W solar panel

								
									
									16.96 kWh/year

								
							

							
									
									30W solar panel

								
									
									10.20 kWh/year

								
							

							
									
									10W solar panel

								
									
									3.40 kWh/year

								
							

							
									
									 5W solar panel

								
									
									1.70 kWh/year

								
							

							
									
									* Calculated on a life expectancy of 25 years

									* kWh/year = primary energy

								
							

						
					

				

			

		

		
			
				
					
					
					
					
					
				
				
					
							
							Embodied energy per year for different solar set-ups*

						
					

					
							
							
							Solar Panel

						
					

					
							
							Battery

						
							
							50 W

						
							
							30 W

						
							
							10 W

						
							
							5W

						
					

					
							
							440Wh

						
							
							50.46 kWh

						
							
							43.70 kWh

						
							
							n/a

						
							
							n/a

						
					

					
							
							168Wh

						
							
							34.89 kWh

						
							
							28.13 kWh

						
							
							21.33 kWh

						
							
							n/a

						
					

					
							
							86.4Wh

						
							
							29.20 kWh

						
							
							22.36 kWh

						
							
							15.64 kWh

						
							
							13.94 kWh

						
					

					
							
							48Wh

						
							
							28.04 kWh

						
							
							21.28 kWh

						
							
							14.18 kWh

						
							
							12.78 kWh

						
					

					
							
							24Wh

						
							
							26.29 kWh

						
							
							19.80 kWh

						
							
							13.00 kWh

						
							
							11.30 kWh

						
					

					
							
							15.6Wh

						
							
							26.18 kWh

						
							
							19.42 kWh

						
							
							12.62 kWh

						
							
							10.92 kWh

						
					

					
							
							* Includes embodied energy of the server and charge controller

							* kWh/year = primary energy

							* n/a = solar panel cannot charge the battery completely, no matter the season.

						
					

				
			

		

		
			
				
					
					
					
					
					
				
				
					
							
							Embodied energy in oil equivalents (L / year) and carbon emissions (kg / year) for different solar setups*

						
					

					
							
							
							50 W

						
							
							30 W

						
							
							10 W

						
							
							5W

						
					

					
							
							440Wh

						
							
							5.05 L 15.14 kg

						
							
							4.37 L 13.11 kg

						
							
							n/a

						
							
							n/a

						
					

					
							
							168Wh

						
							
							3.49 L 10.47 kg

						
							
							2.81 L 8.44 kg

						
							
							2.13 L 6.40 kg

						
							
							n/a 

						
					

					
							
							86.4Wh

						
							
							2.92 L 8.76 kg

						
							
							2.24 L 6.71 kg

						
							
							1.56 L 4.69 kg

						
							
							1.39 L 4.18 kg 

						
					

					
							
							48Wh

						
							
							2.80 L 8.41 kg

						
							
							2.13 L 6.38 kg

						
							
							1.45 L 4.34 kg

						
							
							1.28 L 3.83 kg 

						
					

					
							
							24Wh

						
							
							2.63 L 7.89 kg

						
							
							1.98 L 5.94 kg

						
							
							1.3 L 3.90 kg

						
							
							1.13 L 3.39 kg 

						
					

					
							
							15.6Wh

						
							
							2.62 L 7.85 kg

						
							
							1.94 L 5.83 kg

						
							
							1.26 L 3.79 kg

						
							
							1.09 L 3.28 kg

						
					

					
							
							* Includes embodied energy of the server and charge controller

							* n/a = solar panel cannot charge the battery completely, no matter the season.
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			[1]:	The storage capacity for our original set-up is an estimation. In reality, during this period we have run the solar powered server on a 24 Wh (3.7V, 6.6A) LiPo-battery, and placed a very old 84.4 watt-hour lead-acid battery in between the LiPo and the solar charge controller to make both systems compatible. The cut-off voltage of the lead-acid battery was set very high in summer (meaning that the system was running only on the LiPo) but lower in winter (so that part of the lead-acid battery provided a share of the energy storage). This complicated set-up was entirely due to the fact that we could only measure the storage capacity of the LiPo battery, which we needed to display our online battery meter. In November 2019 we developed our own lead-acid battery meter, which made it possible to eliminate the LiPo from our configuration.

			[2]:	Rydh, Carl & Sandén, Björn (2005). “Energy Analysis of Batteries in Photovoltaic systems. Part One (Performance and energy requirements) and Part Two (Energy Return Factors and Overall Battery Efficiencies)”, Energy Conversion and Management, Vol. 46, 2005.
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			[4]:	There is little useful research into the embodied energy of solar charge controllers. Most studies focus on large solar PV systems, in which the charge controller’s embodied energy is negligible. The most useful result we found was a value of 1 MJ/W, estimated over the size of the controller: Kim, Bunthern et al. “Life cycle assessment for a solar energy system based on reuse components for developing countries”, Journal of cleaner production 208, 2019, pp. 1459-1468. For a capacity of 120W, this comes down to 120 MJ or 33.33 kWh. For the life expectancy, we found values of 7 years and 12.5 years: same reference, and Kim, Bunthern et al. (2016). “Second life of power supply unit as charge controller in PV system and environmental benefit assessment”, IECON 2016-42nd Annual Conference of the IEEE Industrial Electronics Society, IEEE. We decided to make the calculation based on a life expectancy of 10 years.

		

		
			[5]:	There is no research about the embodied energy of our server. We calculated the embodied energy on the basis of a life cycle analysis of a smartphone: Ercan, Mine & Malmodin, Jens & Bergmark, Pernilla & Kimfalk, Emma & Nilsson, Ellinor. (2016). “Life Cycle Assessment of a Smartphone”, ICT for Sustainability 2016 (conference). We have no idea of the expected lifetime of the server, but since our Olimex is aimed at industrial use (unlike the Raspberry Pi), we assume a life expectancy of 10 years, just like the charge controller.

			[6]:	De Decker, Kris (2015). “How sustainable is solar PV power?”, Low-tech Magazine, May 2015.

		

	
		
			How and Why I Stopped Buying New Laptops

		
			As a freelance journalist, I have always believed that I should regularly buy a new laptop. But older machines offer more quality for much less money.

				December 2020

			Being an independent journalist – or an office worker if you wish – I always reasoned that I needed a decent computer and that I need to pay for quality. Between 2000 and 2017, I consumed three laptops that I bought new and which cost me around 5,000 euros in total – roughly 300 euros per year over the entire period. The average useful life of my three laptops was 5.7 years.

			In 2017, somewhere between getting my office and my website off-the-grid, I decided not to buy any more new laptops. Instead, I switched to a 2006 second-hand machine that I purchased online for 50 euros and which does everything that I want and need. Including a new battery and a simple hardware upgrade, I invested less than 150 euros.

			If my 2006 laptop lasts as long as my other machines – if it runs for another 1.7 years – it will have cost me only 26 euros per year. That’s more than 10 times less than the cost of my previous laptops. In this article, I explain my motivations for not buying new laptops, and how you could do the same.

			Energy and material use of a laptop

			Not buying new laptops saves a lot of money, but also a lot of resources and environmental destruction. According to the most recent life cycle analysis, it takes 3,010 to 4,340 megajoules of primary energy to make a laptop – this includes mining the materials, manufacturing the machine, and bringing it to market.[1]

			Each year, we purchase between 160 and 200 million laptops. Using the data above, this means that the production of laptops requires a yearly energy consumption of 480 to 868 petajoules, which corresponds to between one quarter and almost half of all solar PV energy produced worldwide in 2018 (2,023 petajoules).[2] The making of a laptop also involves a high material consumption, which includes a wide variety of minerals that may be considered scarce due to different types of constraints: economic, social, geochemical, and geopolitical.[3][4]

			The production of microchips is a very energy- and material-intensive process, but that is not the only problem. The high resource use of laptops is also because they have a very short lifespan. Most of the 160-200 million laptops sold each year are replacement purchases. The average laptop is replaced every 3 years (in business) to five years (elsewhere).[3] My 5.7 years per laptop experience is not exceptional.

			Laptops don’t change

			The study cited dates from 2011, and it refers to a machine made in 2001: a Dell Inspiron 2500. You are forgiven for thinking that this “most recent life cycle analysis of a laptop” is outdated, but it’s not. A 2015 research paper discovered that the embodied energy of laptops is static over time.[5]

			The scientists disassembled 11 laptops of similar size, made between 1999 and 2008, and weighed the different components. Also, they measured the silicon die area for all motherboards and 30 DRAM cards produced over roughly the same period (until 2011). They found that the mass and material composition of all key components – battery, motherboard, hard drive, memory – did not change significantly, even though manufacturing processes became more efficient in energy and material use.

			The reason is simple: improvements in functionality balance the efficiency gains obtained in the manufacturing process. Battery mass, memory, and hard disk drive mass decreased per unit of functionality but showed roughly constant totals per year. The same dynamic explains why newer laptops don’t show lower operational electricity consumption compared to older laptops. New laptops may be more energy-efficient per computational power, but these gains are offset by more computational power. Jevon’s paradox is nowhere as evident as it is in computing.

			The challenge

			All this means that there’s no environmental or financial benefit whatsoever to replacing an old laptop with a new one. On the contrary, the only thing a consumer can do to improve their laptop’s ecological and economic sustainability is to use it for as long as possible. This is facilitated by the fact that laptops are now a mature technology and have more than sufficient computational power. One problem, though. Consumers who try to keep working on their old laptops are likely to end up frustrated. I shortly explain my frustrations below, and I’m pretty confident that they are not exceptional.

			My first laptop: Apple iBook (2000-2005)

			In 2000, when I was working as a freelance science and tech journalist in Belgium, I bought my first laptop, an Apple iBook. Little more than two or three years later, the charger started malfunctioning. When informed of the price for a new charger, I was so disgusted with Apple’s sales practices – chargers are very cheap to produce, but Apple sold them for a lot of money – that I refused to buy it. Instead, I managed to keep the charger working for a few more years, first by putting it under the weight of books and furniture, and when that didn’t work anymore, by putting it in a firmly tightened clamp.

			My second laptop: IBM ThinkPad R52 (2005-2013)

			When the charger eventually died in 2005, I decided to look for a new laptop. I had only one demand: it should have a charger that lasts or is at least cheap to replace. I found more than I was looking for. I bought an IBM Thinkpad R52, and it was love at first use. My IBM laptop was the Apple iBook counterpart, not just in terms of design (a rectangular box available in all colours as long as it’s black). More importantly, the entire machine was built to last, built to be reliable, and built to be repairable.

			Circular and modular products are all the hype these days, but my IBM Thinkpad was precisely that. Every component in the laptop could be screwed off and replaced, the sturdy case (with steel hinges) was spacious enough to make serious upgrades possible, and it had every connector you can imagine. My 2005 machine still works today, and I am convinced that it could keep working for another 500 years if given proper care. Like a pre-industrial windmill, its lifetime could be extended endlessly by gradually repairing and replacing every part that it consists of. The question is not how we can evolve towards a circular economy, but instead why we continue to evolve away from it.

			My Thinkpad was more expensive to buy than my iBook, but at least I didn’t spend all that money on a cute design but a decent computer. The charger gave no problems, and when I lost it during a trip and had to buy a new one, I could do so for a fair price. Little did I know that my happy purchase was going to be a once-in-a-lifetime experience.

			My third laptop: Lenovo Thinkpad T430 (2013-2017)

			Fast forward to 2013. I am now living in Spain and I’m running Low-tech Magazine. I’m still working on my IBM Thinkpad R52, but there are some problems on the horizon. First of all, Microsoft will soon force me to upgrade my operating system, because support for Windows XP is to end in 2014. I don’t feel like spending a couple of hundred euros on a new operating system that would be too demanding for my old laptop anyway. Furthermore, the laptop had gotten a bit slow, even after it had been restored to its factory settings. In short, I fell into the trap that the hardware and software industries have set up for us and made the mistake of thinking that I needed a new laptop.

			Having been so fond of my Thinkpad, it was only logical to get a new one. Here’s the problem: in 2005, shortly after I had bought my first Thinkpad, Lenovo, a Chinese manufacturer that is now the largest computer maker in the world, bought IBM’s PC business. Chinese companies don’t have a reputation for building quality products, especially not at the time. However, since Lenovo was still selling Thinkpads that looked almost identical to those built by IBM, I decided to try my luck and bought a Lenovo Thinkpad T430 in April 2013. At a steep price, but I assumed that quality had to be paid for.

			My mistake was clear from the beginning. I had to send the new laptop back twice because its case was deformed. When I finally got one that didn’t wobble on my desk, I quickly ran into another problem: the keys started breaking off. I can still remember my disbelief when it happened for the first time. The IBM Thinkpad is known for its robust keyboard. If you want to break it, you need a hammer. Lenovo obviously didn’t find that so important and had quietly replaced the keyboard with an inferior one. Mind you, I can be an aggressive typist, but I have never broken any other keyboard.

			I grumpily ordered a replacement key for 15 euros. In the months after that, replacement keys became a recurring cost. After spending more than 100 euros on plastic keys, which would soon break again, I calculated that my keyboard had 90 keys and that replacing them all just once would cost me 1,350 euros. I stopped using the keyboard altogether, temporarily finding a solution in an external keyboard. However, this was impractical, especially for working away from home – and why else would I want a laptop?

			There was no getting around it anymore: I needed a new laptop. Again. But which one? For sure it would not be one made by Lenovo or Apple.

			My fourth laptop: IBM Thinkpad X60s (2017-now)

			Not finding what I was looking for, I decided to go back in time. By now, it had dawned on me that new laptops are of inferior quality compared to older laptops, even if they carry a much higher price tag. I found out that Lenovo switched keyboards around 2011 and started searching auction sites for Thinkpads built before that year. I could have changed back to my ThinkPad R52 from 2005, but by now, I had become accustomed to a Spanish keyboard, and the R52 had a Belgian one.

			In April 2017, I settled on a used Thinkpad X60s from 2006.[6] As of December 2020, the machine is in operation for almost 4 years and is 14 years old – three to five times older than the average laptop. If I loved my Thinkpad R52 from 2005, I adore my Thinkpad X60s from 2006. It’s just as sturdily built – it already survived a drop from a table on a concrete floor – but it’s much smaller and also lighter: 1.43 kg vs. 3.2 kg.

			My 2006 Thinkpad X60s does everything I want it to do. I use it to write articles, do research, and maintain the websites. I have also used it on-stage to give lectures, projecting images on a large screen. There’s only one thing missing on my laptop, especially nowadays, and that’s a webcam. I solve this by firing up the cursed 2013 laptop with the broken keys whenever I need to, happy to give it some use that doesn’t involve its keyboard. I could also solve it by a switch to the Thinkpad X200 from 2008, which is a newer version of the same model and has a webcam.

			How to make an old laptop run like it’s new

			Not buying any more new laptops is not as simple as buying a used laptop. It’s advisable to upgrade the hardware, and it’s essential to downgrade the software. There are two things you need to do:

			1. Use low energy software

			My laptop runs on Linux Lite, one of several open-source operating systems specially designed to work on old computers. The use of a Linux operating system is not a mere suggestion. There’s no way you’re going to revive an old laptop if you stick to Microsoft Windows or Apple OS because the machine would freeze instantly. Linux Lite does not have the flashy visuals of the newest Apple and Windows interfaces, but it has a familiar graphical interface and looks anything but obsolete. It takes very little space on the hard disk and demands even less computing power. The result is that an old laptop, despite its limited specifications, runs smoothly. I also use light browsers: Vivaldi and Midori.

			Having used Microsoft Windows for a long time, I find Linux operating systems to be remarkably better, even more so because they are free to download and install. Furthermore, Linux operating systems do not steal your personal data and do not try to lock you in, like the newest operating systems from both Microsoft and Apple do. That said, even with Linux, obsolescence cannot be ruled out. For example, Linux Lite will stop its support for 32-bit computers in 2021, which means that I will soon have to look for an alternative operating system, or buy a slightly younger 64-bit laptop.

			2. Replace the hard disk drive with a solid-state drive

			In recent years, solid-state drives (SSD) have become available and affordable, and they are much faster than hard disk drives (HDD). Although you can revive an old laptop by merely switching to a light-weight operating system, if you also replace the hard disk drive with a solid-state drive, you’ll have a machine that is just as fast as a brand new laptop. Depending on the storage capacity you want, an SSD will cost you between 20 euro (120 GB) and 100 euro (960 GB).

			Installment is pretty straightforward and well documented online. Solid-state drives run silently and are more resistant to physical shock, but they have a shorter life expectancy than hard disk drives. Mine is now working for almost 4 years. It seems that both from an environmental and financial viewpoint, an old laptop with SSD is a much better choice than buying a new laptop, even if the solid-state drive needs replacement now and then.

			Spare laptops

			Meanwhile, my strategy has evolved. I have bought two identical models for a similar price, in 2018 and early 2020, to use as spare laptops. Now I plan to keep working on these machines for as long as possible, having more than sufficient spare parts available. Since I bought the laptop, it had two technical issues. After roughly a year of use, the fan died. I had it repaired overnight in a tiny and messy IT shop run by a Chinese man in Antwerp, Belgium. He said that my patched fan would run for another six months, but it’s still working more than two years later.

			Then, last year, my X60s suddenly refused to charge its battery, an issue that had also appeared with my cursed 2013 laptop. It seems to be a common problem with Thinkpads, but I could not solve it yet. Neither did I really have to because I had a spare laptop ready and started using that one whenever I needed or wanted to work outside.

			The magical SD-card

			Now to introduce you to my magical SD-card, which is another hardware upgrade that facilitates the use of old (but also new) laptops. Many people have their personal documents stored on their laptop’s hard drive and then make backups to external storage media if all goes well. I do it the other way around.

			I have all my data on a 128 GB SD-card, which I can plug into any of the Thinkpads that I own. I then make monthly backups of the SD-card, which I store on an external storage medium, as well as regular backups of the documents that I am working on, which I temporarily store on the drive of the laptop that I am working on. This has proven to be very reliable, at least for me: I have stopped losing work due to computer problems and insufficient backups.

			The other advantage is that I can work on any laptop that I want and that I’m not dependent on a particular machine to access my work. You can get similar advantages when you keep all your data in the cloud, but the SD-card is the more sustainable option, and it works without internet access.

			Hypothetically, I could have up to two hard drive failures in one day and keep working as if nothing happened. Since I am now using both laptops alternately – one with battery, the other one without – I can also leave them at different locations and cycle between these places while carrying only the SD-card in my wallet. Try that with your brand new, expensive laptop. I can also use my laptops together if I need an extra screen.

			In combination with a hard disk drive, the SD-card also increases the performance of an old laptop and can be an alternative to installing a solid-state drive. My spare laptop does not have one and it can be slow when browsing heavy-weight websites. However, thanks to the SD-card, opening a map or document happens almost instantly, as does scrolling through a document or saving it. The SD-card also keeps the hard disk running smoothly because it’s mostly empty. I don’t know how practical using an SD-card is for other laptops, but all my Thinkpads have a slot for them.

			The costs

			Let’s make a complete cost calculation, including the investment in spare laptops and SD-card, and using today’s prices for both solid-state drives and SD-cards, which have become much cheaper since I have bought them:

			ThinkPad X60s: 50 euro

			ThinkPad X60s spare laptop: 60 euro

			ThinkPad X60 spare laptop: 75 euro

			Two replacement batteries: 50 euro

			240 GB solid-state drive: 30 euro

			128 GB SD-card: 20 euro

			Total: 285 euros

			Even if you buy all of this, you only spent 285 euros. For that price, you may be able to buy the crappiest new laptop on the market, but it surely won’t get you two spare laptops. If you manage to keep working with this lot for ten years, your laptop costs would be 28.5 euros per year. You may have to replace a few solid-state drives and SD-cards, but it won’t make much difference. Furthermore, you save the ecological damage that is caused by the production of a new laptop every 5.7 years.

			Don’t take it too far

			Although I have used my Thinkpad X60s as an example, the same strategy works with other Thinkpad models and laptops from other brands (which I know nothing about).[7] If you prefer not to buy on auction sites, you can walk to the nearest pawnshop and get a used laptop with a guarantee. The chances are that you don’t even need to buy anything, as many people have old laptops lying around.

			There’s no need to go back to a 2006 machine. I hope it’s clear that I am trying to make a statement here, and I probably went as far back as one can while keeping things practical. My first try was a used ThinkPad X30 from 2002, but that was one step too far. It uses a different charger type, it has no SD-card slot, and I could not get the wireless internet connection working. For many people, it may serve to choose a somewhat younger laptop. That will give you a webcam and a 64-bit architecture, which makes things easier. Of course, you can also try to beat me and go back to the 1990s, but then you’ll have to do without USB and wireless internet connection.

			Your choice of laptop also depends on what you want to do with it. If you use it mainly for writing, surfing the web, communication, and entertainment, you can do it as cheaply as I did. If you do graphical or audiovisual work, it’s more complicated, because in that case, you’re probably an Apple user. The same strategy could be applied, on a somewhat younger and more expensive laptop, but it would suggest switching from a Mac to a Linux operating system. When it comes to office applications, Linux is clearly better than its commercial alternatives. For a lack of experience, I cannot tell you if that holds for other software as well.

			This is a hack, not a new economical model

			Although capitalism could provide us with used laptops for decades to come, the strategy outlined above should be considered a hack, not an economical model. It’s a way to deal with or escape from an economic system that tries to force you and me to consume as much as possible. It’s an attempt to break that system, but it’s not a solution in itself. We need another economical model, in which we build all laptops like pre-2011 Thinkpads. As a consequence, laptop sales would go down, but that’s precisely what we need. Furthermore, with today’s computing efficiency, we could significantly reduce the operational and embodied energy use of a laptop if we reversed the trend towards ever higher functionality.

			Significantly, hardware and software changes drive the fast obsolescence of computers, but the latter has now become the most crucial factor. A computer of 15 years old has all the hardware you need, but it’s not compatible with the newest (commercial) software. This is true for operating systems and every type of software, from games to office applications to websites. Consequently, to make laptop use more sustainable, the software industry would need to start making every new version of its products lighter instead of heavier. The lighter the software, the longer our laptops will last, and we will need less energy to use and produce them. ←
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					Low-tech Magazine is now written and published on a 2006 ThinkPad X60s.
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					The three new laptops I used from 2000 to 2017.
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					The IBM ThinkPad R52 from 2005.
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					Replacing all keys on my Lenovo T430 would have cost me 1,350 euros.
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					My ThinkPad X60s.
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					Inside the Thinkpad X60s. Source: Hardware Maintenance Manual. https://download.lenovo.com/ibmdl/pub/pc/pccbbs/mobiles_pdf/42x3550_04.pdf
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					Three identical 2006 laptops, all in working order, for less than 200 euros.

				

			

		

	
		
			Why the Office needs a Typewriter Revolution

		
			Could we rethink and redesign office equipment, combining the best of mechanical and digital devices?

				November 2016

			Digital equipment is one of the main drivers behind the quickly growing energy use of modern office work. Could we rethink and redesign office equipment, combining the best of mechanical and digital devices?

			The Artisanal Office (Antiquity–1870s)

			Office work has accompanied humankind since the formation of social, economic and political organization and state administration structures, and the functioning of economic trade. The first office institutions were founded in Antiquity, for example in Egypt, Rome, Byzantium, and China. The period from these early civilizations up to the beginning of the Industrial Revolution was marked by the stability of institutional forms and means of office work. [1] [2]

			The bulk of office work involved writing — copying out letters and documents, adding up columns of figures, computing and sending out bills, keeping accurate records of financial transactions. [3] The only tools were pen and paper — or rather the quill (the steel pen was invented only in the 1850s) and, before the 1100s in the Western world, stone or clay tablets, papyrus, or parchment.

			Consequently, all writing — and copying — was done by hand. To copy a document, one simply wrote it again. Sometimes, letters were copied twice: one for the record, and the other to guard against the possibility that the first might get lost. The invention of the printing press in the late middle ages freed scribes from copying books, but the printing press was not suited for copying a few office documents. [4]

			Communication was largely human-powered, too, using the feet rather than the hands: people ran around to bring oral or written information from one person to another, either inside buildings or across countries and continents. Finally, all calculating was done in the head, only aided by mathematical charts and tables (which were composed by mental reckoning), or by simple tools like the abacus (not a calculation machine but a memory aid, similar to writing down a calculation).

			The Mechanized Office (1870s–1950s)

			Before the Industrial Revolution, business operated mostly in local or regional markets, and their internal operations were controlled and coordinated through informal communication, principally by word of mouth except when letters were needed to span distances. From the 1840s onwards, the expansion of the railway and telegraph networks in North America encouraged business to grow and serve larger markets, at a time when improvements in manufacturing technology created potential economies of scale. [5]

			The informal and primarily oral mode of communication broke down and gave way to a complex and extensive formal communication system depending heavily on written documents of various sorts, not just in business but also in government. [5] Between the 1870s and the 1920s, writing, copying, and other office activities were mechanized to handle this flow of information.

			The birth of office equipment and systematic management was accompanied by three other trends. The first was the spectacular growth in the number of office workers, mainly women, who would come to operate these machines. The second was the rise of proper office buildings, which would house the quickly growing number of workers and machines. The third was a division of labor, mirroring the evolution in factories. Instead of performing a diverse set of activities, clerks became responsible for clearly defined sub-activities, such as typing, filing, or mail handling.

			This article focuses exclusively on the machinery of office work, and more specifically its evolution in relation to energy use. While it’s impossible to write a complete history of the office without taking into account the social and economic context, this narrow focus on machines reveals important issues that have not been dealt with in historical accounts of office work.

			Typewriters

			Of central importance in the nineteenth-century information revolution was the typewriter, which appeared in 1874 and became widespread by 1900. (All dates are for the US, where modern office work originated). The “writing machine” made full-time handwriting obsolete. Typing is roughly five times quicker than handwriting and produces uniform text. However, the typewriter’s influence went far beyond the writing process itself.

			For copying, an even larger gain in speed was obtained in the combination of the typewriter with carbon paper, an earlier invention from the 19th century. This thin paper, coated with a layer of pigment, was placed in between normal paper sheets. Unlike a quill or pen, the typewriter provided enough pressure to produce up to 10 copies of a document without the need to type the text more than once. The typewriter was also made compatible with the stencil duplicator, which appeared around the same time and could make a larger number of copies. Considering the importance of writing and copying, the “writing machine” was a true revolution. [4] [7]

			The typewriter didn’t reduce the amount of time that clerks spent writing and copying. Rather, the time spent writing and copying remained the same, while the production of paper documents increased. By the early years of the twentieth century, it became clear that old methods of storing documents — stacked up in drawers or impaled on spikes — could not cope with the increasing mounds of papers. This led to the invention of the vertical filing cabinet, which would radically expand the information that could be stored in a given space. [4] [8]

			Mechanical Calculators

			The typewriter quickly evolved into a diverse set of general and special purpose machines, just like the computer would one hundred years later. There appeared shorthand or stenographic typewriters (which further increased writing speed), book typewriters (which typed on bound books that lay flat when opened), automatic typewriters (which were designed to type form letters controlled by a perforated strip of paper), ultraportable and pocket typewriters (for writing short letters and notes while on the road), bookkeeping typewriters (which could count and write), and teletypewriters (which could activate another typewriter at a distance through the telegraph network). [4] [7] The latter two will be dealt with in more detail below.

			Mechanical calculating machines were another important tool in the new, mechanized office. “To clerks, mathematical machines are what the rock drill is to the subway laborer,” stated an office management manual from 1919. [9] Mechanical calculating machines could add, subtract, multiply and divide through the motion of their parts. Many of these machines had a typewriter-style keyboard with a column for each digit entered (a “full keyboard”). This allowed numbers to be entered more quickly than on a more compact ten-key device, which became common only from the 1950s. [10]

			Devices designed especially for addition (and sometimes subtraction) were known as adding machines. Adding up long lists of numbers was typical for many business applications, and in mathematical terms many offices didn’t need to function at any more sophisticated level. The first practical adding machine for routine office work — the Comptometer — was introduced in 1886. [4] [10] At the beginning of the 1900s, the typewriter and the adding machine were combined into the adding typewriter or bookkeeping machine, which became central to the processing of all financial data. [6]

			Teletypewriters

			Obviously, the telegraph (1840s) and the telephone (1870s) also had an enormous impact on office work. The typewriter, beyond its use in business and government offices, also became an essential machine in telegraph offices. Initially, the telegrapher listened to the Morse sounder and wrote the received messages directly in plain language with a typewriter. [11] In the early 1900s, a special typewriter — the “teletypewriter” or “teletype’ — was designed to transmit and receive telegraphic messages without the need for an operator trained in the Morse code. [12]

			When a telegraphist typed a message, the teletypewriter sent electrical impulses to another teletypewriter at the other end of the line, which typed the same message automatically. From the 1920s onwards, teletypewriters became common in the offices of companies, governmental organizations, banks, and press associations. They were used for exchanging data over private networks between different departments of an organization, a job previously done by messenger boys. [11]

			Starting in the 1930s, central switching exchanges were established through which a subscriber could communicate by teletypewriter with any other subscriber to the service, similar to the telephone network but for the purpose of sending text-based messages. This became the worldwide telex-network, now largely demolished. Telex allowed the instantaneous and synchronous transmission of written messages, like today’s chat or email over the internet, or like the exchange of text messages over the mobile phone network (teletypewriters could use the wireless telegraph infrastructure). Telex was also used for broadcasting news and other information, which was received on print-only teletypewriters. [11]

			The Energy Footprint of the Mechanized Office

			The office equipment that appeared in the late nineteenth century was in use until the 1970s, when it was replaced by computers. It is now considered obsolete, but upon a closer look, the superiority of today’s computerised machines isn’t as obvious as you would think. This is especially true when you take into account the energy that is required to make both alternatives work. Although it offered spectacular improvements over earlier methods, and although it could perform similar functions as today’s digital information technology, much of the office equipment described above remained manually powered for decades. [13]

			The first succesful electro-mechanical typewriter — the IBM Electromatic — was introduced in 1935, and the breakthrough came only in 1961, with the highly succesful IBM Selectric typewriters. Unlike a traditional typewriter, this machine used an interchangeable typing element, nicknamed the “golf ball,” which spins to the right character and moves across the page as you type. [13] [14]

			Although electric motors were used on some of the mechanical calculators already in 1901, electrically driven calculators became common only between the 1930s and the 1950s, depending on the type. Pinwheel calculators remained manually operated until their demise in the 1970s. [13]

			Unlike typewriters and calculating machines, the telephone and the telegraph could not function without electricity, which forms the basis of their operation. However, compared to today’s communications networks, power use was small: until the late 1950s, almost all routing and switching in the telephone and telegraph infrastructure was done by human operators plugging wires into boards. [11] [15]

			The Digital Office (1950s–today)

			With the arrival of the computer, eventually all office activities became electrically powered. The business computer appeared in the 1950s, although it was not until the mid-1980s that this “machine” became a common office tool. Reading, writing, copying, data processing, communication, and information storage became totally dependent on electricity.

			Screens, Printers and Scanners

			The computer took over the tasks of other machines in the office such as calculating machines, bookkeeping machines, teletypewriters, and vertical filing cabinets. In fact, on the surface, one could say that the computer is the office. After all, its dominant metaphor is taken from office work: it’s got a “desktop,” “files,” “folders,” “documents,” and a “paper bin.” [16] Furthermore, it can send and receive “mail,” make phone calls and accomodate (virtual) face-to-face meetings.

			On closer inspection, however, it becomes clear that the arrival of the computer also led to the appearance of new office equipment, which is just as essential to office work as the computer itself. The most important of these devices are printers, scanners, monitors, and new types of computers (data servers, smartphones, tablets). All these machines require electricity.

			Monitors and data servers appeared because the computer introduced an alternative information medium to paper, the electronic format. Printers and scanners appeared because this new medium, contrary to expectations, did not replace the paper format. Although documents can be read, written, transmitted, stored and retrieved in a digital format, in practice both formats are used alongside each other, depending on the task at hand.

			In spite of the computer, and later the internet, paper has stubbornly remained a key feature of office life. A 2012 study concluded that “most of the offices we visited were more or less full of paper.” [17] This means that the use of resources further increases: to the electricity use of the digital devices, we also have to add the resources involved in making paper.

			In their 2002 book The Myth of the Paperless Office, Abigail Sellen and Richard Harper investigate why and how office workers — especially the growing group of knowledge workers — are still using paper while new, digital technologies have become so widely available. [8]

			They argue that office workers’ reluctance to change is not simply a matter of irrational resistance: “These individuals use paper at certain stages in their work because the technology they are provided with as an alternative does not offer all they need.” Obviously, digital documents have important advantages over paper documents. However, paper documents also have unique advantages, which are all too often ignored.

			For example, it was found that office workers actively build up different kinds of paper arrangements on or near their office desks, reminding them of different matters and preparing them for specific tasks. Computers do not reproduce this kind of physical accumulation. Information exchange, for example in meetings, is another common office practice in which paper is used. Actions performed in relation to paper are, to a large extent, made visible to one’s colleagues, facilitating social interaction. When using a laptop, it’s impossible to know what other people in a meeting are looking at. [8] [17]

			Welcome to the Paperless Office

			Most important, however, is the point that paper tends to be the preferred medium for reading documents. Paper helps reading because it allows quick and flexible navigation through and around documents, reading across more than one document, marking up a document while reading, and interweaving reading and writing — all important activities of modern knowledge work. [8]

			Although some electronic document systems support annotation, this is never as flexible as pen and paper. Likewise, moving through online documents can be slow and frustrating — it requires breaking away from ongoing activity, because it relies heavily on visual, spatially constrained cues and one-handed input. Opening multiple windows on a computer screen doesn’t work for back-and-forth cross-referencing of other material during authoring work, both because of slow visual navigation and because of the limited space on the computer screen. [8]

			The use of multiple computer screens (and the use of multiple computers at the same time) is an attempt to overcome the inherent limits of the digital medium and make it more “paper-like.” With multiple screens, it becomes possible to interweave reading and writing, or to read across more than one document. Research has shown that work productivity increases when office workers have access to multiple screens — a result that mirrors Sellen and Harpers findings about the importance of paper. [18] [19] [20] [21]

			The use of multiple monitors is rapidly increasing in the workplace, and the increase in “screen real estate” is not limited to two screens per office worker. [19] [21] Fully integrated display sets of twelve individual screens are now selling for around $3,000. [22] A recent innovation are USB-powered, portable monitors, aimed at travelling knowledge workers but just as handy at the office. Because these monitors have their own set of dedicated hardware, rather than putting all the work of another screen on the computer itself, it’s possible to connect up to five portable screens to a laptop. [23] A multi-touchscreen keyboard, already on the market, could solve the annotation issue.

			The Energy Footprint of the Digital Office

			The problem with extra screens is that they increase energy use considerably. Adding a second monitor to a laptop roughly doubles its electricity use, adding five portable screens triples it. A 12-screen display with a suited computer to run it consumes more than 1,000 watt of power. If paper use can be reduced by introducing more and more computer screens, then the lower resource consumption associated with paper will be compensated for with a higher resource consumption for digital devices.

			A similar switcheroo happened with information storage and communication. Digital storage saves paper, storage space and transportation, but in order to make digital information readily accessible, dataservers (the filing cabinets of the digital age) have to be fed with energy for 24 hours per day. And just as the typewriter and carbon paper increased the production of documents, so did the computer. Especially since the arrival of the internet, people can access more information more easily than ever before, resulting in an increase of both digital and paper documents. Ever cheaper, faster and better quality printers and copiers — all digital devices — keep encouraging the reproduction of paper documents. [8]

			The computer increases energy use in many different ways. First of all, digital technology entails extra energy use for cooling — the main energy use in office buildings. A 2011 study, which calculated the energy use of two future scenarios, concluded that if the use of digital technology in the office keeps increasing, it would become impossible to design an office building that can be cooled without air-conditioning. [24] In the “techno-explosion” scenario, all office workers would have two 24” computer screens, a 27” touchscreen keyboard, and a tablet. The perhaps extreme scenario also includes one media wall per 20 employees in the office break zone.

			On top of operational energy use and cooling comes a higher energy use during the manufacturing phase. The energy used for making a typewriter was spread out over many decades of use. The energy required for the production of a computer, on the other hand, is a regularly reoccuring cost because computers are replaced every three years or so. The internet, which has largely engulfed the telephone and telegraph infrastructure, has become another major source of power demand. The network infrastructure, which takes care of the routing and switching of digital information, uses roughly as much energy as all end-use computers connected to the internet combined.

			The Lower Energy Office of the Future

			The typewriter was just as revolutionary in the 1900s as is the computer today. Both machines transformed the office environment. However, when we consider energy use, the obvious difference is that the second information revolution was accomplished at much higher costs in terms of energy. So, maybe we should have a good look at pre-digital office equipment and find out what we can learn from it.

			During the last ten years or so, the typewriter has seen a remarkable revival with artists and writers, a trend that was recently documented in The Typewriter Revolution: A typist Companion for the 21st Century (2015). [14] Like paper, the typewriter has many unique benefits. Obviously, a manual typewriter requires no electricity to operate. If it’s built before the 1960s, it’s built to outlast a human life. A typewriter doesn’t become obsolete because its operating system is no longer supported, and it can be repaired relatively easily using common tools. If we compare energy input with a simple measure of performance, the typewriter gets a better score than the computer.

			There are also practical advantages. A typewriter is always immediately ready for use. It needs no virus protection or software updates. It can’t be hacked or spied upon. Finally, and this is what explains its success with writers and poets: it’s a distraction-free, single-purpose machine that forces its user to focus on writing. There are no emails, no news alerts, no chat messages, no search engines and no internet shops.

			For office workers, and for knowledge workers in particular, a typewriter could be just as useful as for a poet. Computers may have increased work productivity, but nowadays they are “connected to the biggest engine of distraction ever invented,” the internet. [14] Studies indicate that web web activities are among the main distractions that keep office workers away from productive work. [25] [26] Many online applications are especially designed to be addictive. [27]

			A typewriter also forces people to write differently, combating distraction within the writing process itself. There is no delete key, no copy-and-paste function. With the computer, editing “became a part of writing from the very start, making the writer ever anxious about anything that just took place.” [28] The typewriter, on the other hand, forces the writer to think out sentences carefully before committing them to paper, and to keep going forward instead of rewriting what was already written. [14]

			The “Back-in-Time” Sustainable Office

			How can we insert the common sense of the typewriter — and other pre-digital equipment — into the modern office? Basically, there are three strategies. The most radical is to replace all our digital devices by mechanical ones, and replace all dataservers with paper stacked in vertical filing cabinets, in other words we could go back in time.

			This would surely lower energy use, and it’s the most resilient option: for all their wonders, computers serve absolutely no purpose when there’s no electricity. Nevertheless, this is not an optimal strategy, because we would lose all the good things that the computer has to offer. “The enemy isn’t computers themselves: it’s an all-embracing, exclusive computing mentality,” writes Richard Polt in The Typewriter Revolution. [14]

			Another strategy is to use mechanical office equipment alongside digital office equipment. There’s some potential for energy reduction in the combined use of both technologies. For interweaving reading and writing, the typewriter could be used for writing and the computer screen for reading, which saves an extra screen and a printer. A typewriter could also be combined with a low energy tablet instead of a laptop or desktop computer, because in this configuration the computer’s keyboard is less important.

			Once finished, or once ready for final editing in a digital format, a typewritten text can be transferred to a computer by scanning the typewritten pages. The actual typewritten text can be displayed as an image (“typecasting”), or it can be scanned with optical recognition software (ORC), which converts typewritten text into a digital format. This process implies the use a scanner or a digital camera, however these devices use much less energy than a printer, a second screen, or a laptop. By reintroducing the typewriter into the digital office, the use of the computer could thus be reduced in time, while the “need” for a second screen disappears.

			The Low-tech Sustainable Office

			The third strategy is to rethink and redesign office equipment, combining the best of mechanical and digital devices. This would be the most intelligent strategy, because it offers a high degree of sustainability and resilience while keeping as much of the digital accomplishments as possible. Such a low-tech office requires a redesign of office equipment, and could be combined with a low-tech internet and electricity infrastructure.

			E-Typewriters

			For low-tech writing, a couple of devices are available. A first example is the Freewrite, a machine that came on the market earlier this year after a succesful crowdfunding campaign. [29] Like a typewriter, it’s a distraction-free machine that can only be used to write on, and that’s always instantly ready to be used. Unlike a typewriter, however, it has a 5.5” e-paper screen, it can store a million pages, and it offers a WiFi-connection for cloud-backups. Files are saved in plain text format for maximum reliability, minimal file size, and longest anticipated support.

			Apart from a backspace key, there is no way to navigate through the text, and the small screen only displays ten lines of text. Drafting and editing have been separated with the intent to force the writer to keep going. For editing or printing, the text is then transferred to a computer using the WiFi connection.

			The device is stated to have a “4+ week battery life with typical usage,” which is defined as half an hour of writing each day with WiFi turned off. That’s a strange way to communicate that the machine runs 14 hours on one battery charge, and when I asked the makers how much power it needs they answered that they “don’t communicate this information.” Nevertheless, enabling 14 hours of writing already beats the potential of the average laptop by a factor of three.

			Hardware Word Processors

			Another type of digital typewriter is the hardware word processor. Before word processing became software on a personal computer in the 1980s, the word processor was a stand-alone device. Like a typewriter, a hardware word processor is only useful to write on, but it has the added capability of editing the text before printing. Although hardware word processors work and look like computers, they are non-programmable, single-purpose devices. [30] [31]

			The great advantage of a hardware word processor is that both writing and editing can happen on the same machine — a typewriter or a machine like the Freewrite requires another machine to do the editing (unless you write multiple versions of the same text). The hardware word processor virtually disappeared when the general-purpose computer appeared. One notable exception is the Alphasmart, which was produced from 1992 until 2013.

			This rugged portable machine is still widely traded on the internet and developed a cult following, especially among writers. The Alphasmart was conceived as an affordable computer for schools, but the low price was not its only appeal. The machine responded to the need for a tool that would make kids concentrate on writing, and not on editing or formatting text. Although it has full editing capabilities, the small screen (showing 6 lines in the lastest model) invites writing rather than excessive editing.

			The Alphasmart is especially notable for its energy efficiency, using as little electricity as an electronic calculator. The latest model could run for more than 700 hours on just three AA-batteries, which corresponds to a power use of 0.01 watt. The machine has a full-sized keyboard but a small, electronic calculator-like display screen, which requires little electricity. It has limited memory and goes into sleep-mode between keystrokes. The Alphasmart can be connected directly to a printer via a USB-cable, bypassing a computer entirely if the aim is to produce a paper document. Transferring texts to the computer for digital transmission, storage or further editing also happens via cable. [32] [33]

			Interestingly, Alphasmart released a more high-tech version of the device in 2002, the Alphasmart Dana. It was equipped with WiFi for transmitting documents, it had 40 times more memory than its predecessor, and it featured a touchscreen. The result was that battery life dropped twentyfold to 25 hours, clearly showing how quickly the energy use of digital technology can spiral out of control — although even this machine still used only 0.14 watts of power, roughly 100 times less than the average laptop. [32] [33]

			Of course, a low-tech office doesn’t exclude a real computer, a device that does it all. A small tablet with a wireless keyboard can be operated for as little as 3W of electricity and many of the capabilities of a laptop (including the distractions). An alternative to the use of a tablet is a Raspberry Pi computer, combined with a portable USB-screen. Depending on the model, a Raspberry Pi draws 0.5 to 2.5 watts of power, with an extra 6 or 7 watts for the screen. A Pi can serve as a fully functional computer with internet access, but it’s also very well suited for a single-purpose, distraction-less word processing machine without internet access. Such machines could be powered with a solar system small enough to fit on the corner of a desk.

			Dot-Matrix Printers

			Unless we revert to the typewriter, the office also needs a more sustainable way of printing. Since the 1980s, most printing in offices is done with a laser printer. These machines require a lot of energy: even when we take into account their higher printing speed, a laser printer uses 10 to 20 times as much electricity than a inkjet printer. [34] Unfortunately, inkjet printers are much more expensive to use because the industry makes a profit by selling overpriced ink cartridges.

			Until the arrival of the laser printer, all printing in offices was done by dot-matrixprinters. Their power use and printing speed is comparable to that of inkjet printers, but they are much cheaper to use — in fact, it’s the cheapest printing technology available. Like a typewriter, a dot-matrix printer is an impact printer that makes use of an ink ribbon. These ribbons are sold as commodities and cost very little. Unlike a typewriter, the individual characters of a matrix printer are composed of small dots.

			Dot-matrix printers are still for sale, for applications where printing costs are critical. Although they’re not suited for printing images or colors, they are perfect for the printing of text. They are relatively noisy, which is why they were sometimes placed under a sound-absorbing hood. There is no practical low-tech alternative for the copier machine, which only appeared in the 1950s. However, since a photocopier is a combination of a scanner and a laserprinter, the copying of paper documents could happen by using a combination of a computer with a scanner and a dot-matrix or inkjet printer.

			The information society promises to dematerialize society and make it more sustainable, but modern office and knowledge work has itself become a large and rapidly growing consumer of energy and other resources. Choosing low-tech office equipment would be a great start to address this problem. Such a strategy is especially significant in that the energy use goes far beyond the operational electricity use on-site. ←

			Thanks to Elizabeth Shove, who pointed me to some of the most important references, and to Karolien Buurman and Thomas Op de Beeck, who made me (re)discover the dot-matrix printer.
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					The Typewriter Manifesto. From “The Typewriter Revolution: A Typist’s Companion for the 21st Century,” Richard Polt, 2015.
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					1907 Accounting Department, E&J Burke, New York.
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					Large Bell System international telephone switchboard in 1943. US National Archives.
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					Hunter, David E. “Vertical filing cabinet.” U.S. Patent No. 1,734,168. 5 Nov. 1929.
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					A card catalog in the University Library of Graz, Austria. Image by Dr. Marcus Gossier (CC BY-SA 3.0).
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					Carbon paper. CC BY-SA 2.5, Wikipedia Commons.
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					An image of President Kennedy, using nothing but characters, sent by teleprinter.
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					Typewriter from the 1970s.

				

			

		

		
			
				
					[image: ]
				

				
					The Alphasmart.
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					Underwood accounting machine.
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					A dot-matrix printer. Image by Oguenther (CC BY-SA 3.0).
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					American computer scientsist Bob Braden plots the future of the paperless office in 1996. Image by Carl Malamud (CC BY 2.0), Wikimedia Commons.
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					The use of multiple computer screens is an attempt to overcome the inherent limits of the digital medium. Image in the public domain, Wikimedia Commons.
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