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    Introduction


    Low-tech Magazine is an online platform refusing to assume that every problem has a high-tech solution. A simple, sensible, but nevertheless controversial message; technological progress has become the idol of industrial societies. By contrast, Low-tech Magazine underscores the potential of past and often forgotten technologies and how they can inform sustainable energy practices.


    Sometimes, past technologies can be copied without any changes. More often, interesting possibilities arise when older technology is combined with new knowledge and new materials, or when past concepts and traditional knowledge are applied to modern technology. Inspiration is also to be found in the so-called “developing” world, where resource constraints often lead to inventive, low-tech solutions.


    A Solar Powered Website


    Low-tech Magazine was born in 2007 and a website redesign was long overdue. In September 2018, I teamed up with Marie Otsuka, Lauren Traugott Campbell, and Roel Roscam Abbing to launch a new online platform that abides by low-tech principles. To reduce energy use and to make the content accessible for readers with old computers and slow internet connections, we opted for a back-to-basics web design, using a static site instead of a database driven content management system. The low-energy website is self-hosted at my home, and powered by a small solar panel. Typical for off-the-grid renewable power systems, energy storage is limited. This means that the website goes off-line during longer periods of cloudy weather.


    A Printed Website


    The printed version of Low-tech Magazine can be viewed with no access to a computer, the internet, or a power supply — or when the solar powered website is down due to bad weather. Paper offers additional benefits. It is easier on the eyes than a computer screen, offers distraction-free reading, allows quick and flexible navigation, and is always immediate­ly ready for use. A printed website also serves to preserve the content of Low-tech Magazine in the longer run. Websites don’t live forever, and the internet should not be taken for granted.


    The volume you have in your hands contains 36 articles published bet­ween 2012 and 2018, while another collects 32 articles published bet­­ween 2007 and 2012. A third volume containing all articles published after September 2018 is in the making.


    

    Second Edition


    Based on the feedback we received on the first (2019) edition, we made a few changes to the design. This second (2021) edition has almost twice as many images and they are now located in the middle and not at the end of each article. In contrast to the first edition, the images are not “dithered” and of higher quality.


    We used a smaller font to pack more content on fewer pages. One article (“The 4G Mobile Internet That’s Already There”) was cut to make more space for images. The article about the solar powered website has been updated, and now reflects the content of the about-page on the website. This second edition also fixes small errors in the texts.


    Thanks


    This book series would never have existed were it not for Lauren Traugott Campbell, who offered to do an internship at Low-tech Magazine as part of her studies at Rhode Island School of Design (RISD). I also want to thank Kathy Vanhout, who took care of updating the content for this edition, and Laia Comellas, who did the typesetting. Last but not least, I want to thank Adriana Parra, and the readers of Low-tech Magazine. Your support has assured that Low-tech Magazine remains an independent medium.” ←


    Kris De Decker, September 2021


  


  

    [1]:	https://www.lowtechmagazine.com/how-to-­recognize-a-badly-printed-lulu-book.html


  


  

    
			


  




  

    How to Build a Low-tech Website?


    


    Our new website is designed to radically reduce the energy use associated with accessing our content.


    Low-tech Magazine questions the belief in technological progress, and highlights the potential of past knowledge and technologies for designing a sustainable society. Because a web redesign was long overdue — and because we try to practice what we preach — we decided to build a low-tech website that meets our needs and abides by our principles.


    To reduce energy use, we opted for a back to basics web design, using a static site instead of a database driven content management system. We further apply default typefaces, dithered images, off-line reading options, and other tricks to lower energy use far below that of the average website. In addition, the low resource requirements and open design help to keep the blog accessible for visitors with older computers and/or less reliable Internet connections.


    Because it uses so little energy, this website can be run on a mini-computer with the processing power of a mobile phone. It needs 0.5 to 2 watts of power, which is supplied by a small, off-grid solar PV system on the balcony of the author’s home. Typical for off-the-grid renewable power systems, energy storage is limited. This means that the website will go off-line during longer periods of cloudy weather.


    Why a Low-tech Website?


    We were told that the Internet would “dematerialise” society and decrease energy use. Contrary to this projection, it has become a large and rapidly growing consumer of energy itself. In order to offset the negative consequences associated with high energy consumption, renewable energy has been proposed as a means to lower emissions from powering data centers. For example, Greenpeace’s ClickClean report ranks major Internet companies based on their use of renewable power sources.


    However, running data centers on renewable power sources is not enough to address the growing energy use of the Internet. To start with, the Internet already uses three times more energy than all wind and solar power sources worldwide can provide (see “Why we need a speed limit for the internet”, in this volume). Furthermore, manufacturing, and regularly replacing, renewable power plants also requires energy, meaning that if data traffic keeps growing, so will the use of fossil fuels.


    Finally, solar and wind power are not always available, which means that a network running on renewable power sources would require infrastructure for energy storage and/or transmission that is also dependent on fossil fuels for its manufacture and replacement. Powering websites with renewable energy is not a bad idea. However, the trend towards growing energy use must also be addressed.


    Websites are getting “fatter”


    The growing energy use of the Internet is associated with three trends. First, content is becoming increasingly resource-intensive. This has a lot to do with the growing importance of video, but a similar trend can be observed among websites. The size of the average web page (defined as the average page size of the 500,000 most popular websites) increased from 0.45 megabytes in 2010 to 2 megabytes in December 2020. For mobile websites, the average “page weight” rose more than tenfold from 0.15 MB in 2011 to 1.9 MB in 2020.[1]


    The growth in data traffic surpasses the advances in energy efficiency (the energy required to transfer 1 megabyte of data over the Internet), resulting in more and more energy use. Over and above this, “heavier” or “larger” websites not only increase energy use in the network infrastructure, but they also shorten the lifetime of computers — larger websites require more powerful computers to access them. This means that more computers need to be manufactured, which is a very energy-intensive process.[2]


    We’re always online


    A second reason for growing Internet energy consumption is that we spend more and more time on-line. Before the arrival of portable computing devices and wireless network access, we were only connected to the network when we had access to a desktop computer in the office, at home, or in the library. We now live in a world in which no matter where we are, we are always on-line, including, at times, via more than one device simultaneously.


    “Always-on” Internet access is accompanied by a cloud computing model – allowing more energy efficient user devices at the expense of increased energy use in data centers. Increasingly, activities that could perfectly happen off-line – such as writing a document, filling in a spreadsheet, or storing data – are now requiring continuous network access. This does not combine well with renewable energy sources such as wind and solar power, which are not always available.


    Surveillance


    A final reason for the growing energy use of the Internet is data traffic that has nothing to do with content at all. It concerns software updates and upgrades[3], trackers, cookies, advertisements, and other tools used by surveillance capitalists. Obviously, these last two drivers of energy use are problematic in many ways, not just in terms of sustainability.[4] [5]


    Addressing these issues


    Our new web design addresses all these issues. Thanks to a low-tech web design, we managed to decrease the average page size of the blog by a factor of ten compared to the old design – all while making the website visually more attractive. Secondly, our new website runs 100% on solar power, not just in words, but in reality: it has its own energy storage and will go off-line during longer periods of cloudy weather. Finally, the solar powered website does not track its visitors in any way.


    The Internet is not an autonomous being. Its growing energy use is the consequence of actual decisions made by internet companies, software developers, web designers, marketing departments, publishers and internet users. With a lightweight, off-grid solar-powered website, we want to show that other decisions can be made. At the same time, we use design to reveal the infrastructure behind the website.


    Static Site Generator


    One of the fundamental choices we made was to build a static website, like in the old days. In fact, our website is inspired by the first website ever made.[6] Most of today’s websites use server side programming languages that generate the website on the fly by querying a database. This means that every time someone visits a web page, it is generated on demand.


    On the other hand, a static website is generated once and exists as a simple set of documents on the server’s hard disc. It’s always there — not just when someone visits the page. Static websites are thus based on file storage whereas dynamic websites depend on recurrent computation. Static websites consequently require less processing power and thus less energy.


    The choice for a static site enables the possibility of serving the site in an economic manner from our home office in Barcelona. Doing the same with a database-driven website would be nearly impossible, because it would require too much energy for a high traffic website such as Low-tech Magazine. It would also be a big security risk. Although a web server with a static site can be hacked, there are significantly less attack routes and the damage is more easily repaired.


    Dithered Images


    The main challenge was to reduce page size without making the website less attractive. Because images take up most of the bandwidth, it would be easy to obtain very small page sizes and lower energy use by eliminating images, reducing their number, or making them much smaller. However, visuals are an important part of Low-tech Magazine’s appeal, and the website would not be the same without them.


    Instead, we chose to apply an obsolete image compression technique called “dithering”. The number of colours in an image, combined with its file format and resolution, contributes to the size of an image. Thus, instead of using full-colour high-resolution images, we chose to convert all images to black and white, with four levels of grey in-between.


    These black-and-white images are then coloured according to the pertaining content category via the browser’s native image manipulation capacities. Compressed through this dithering plugin, images featured in the articles add much less load to the content: compared to the old website, the images are roughly ten times less resource-intensive.[7]


    Default typeface / No logo


    All resources loaded, including typefaces and logos, are an additional request to the server, requiring storage space and energy use. Therefore, our new website does not load a custom typeface and removes the font-family declaration, meaning that visitors will see the default typeface of their browser. Only one weight (regular) of a font is used, demonstrating that content hierarchy can be communicated without loading multiple typefaces and weights.


    We use a similar approach for the logo. In fact, Low-tech Magazine never had a real logo, just a banner image of a spear held as a low-tech weapon against prevailing high-tech claims. Instead of a designed logotype, which would require the production and distribution of custom typefaces and imagery, Low-tech Magazine’s new identity consists of a single typographic move: to use the left-facing arrow in place of the hypen in the blog’s name: LOW←TECH MAGAZINE. This pared-down identity drew inspiration from the past as well as the banner image of the previous design.


    No Third-Party Tracking, No Advertising Services, No Cookies


    Visiting the solar powered website is entirely anonymous. We don’t track visitors. We don’t use cookies or advertising services.


    Low-tech Magazine has been running Google Adsense advertisements since the beginning in 2007. However, these services are not compatible with our new web design because they raise data traffic and thus energy use. Furthermore, Google collects information from the website’s visitors, which forces us to craft extensive privacy statements and cookie warnings – which consume data and annoy visitors.


    Why does the website go offline?


    Quite a few web hosting companies claim that their servers are running on renewable energy. However, even when they actually generate solar power on-site, and do not merely “offset” fossil fuel power use by planting trees or the like, their websites are always online. This means that either they have a giant battery storage system on-site (which makes their power system unsustainable), or that they are relying on grid power when there is a shortage of solar power (which means that they do not really run on 100% solar power).


    In contrast, this website runs on an off-the-grid solar power system with its own energy storage, and will go off-line during longer periods of cloudy weather. Less than 100% reliability is essential for the sustainability of an off-the-grid solar system, because above a certain threshold the fossil fuel energy used for producing and replacing the batteries is higher than the fossil fuel energy saved by the solar panels. Apart from sustainability (and costs), the author’s home has limited space for installing solar panels and batteries. Keeping the server on-line no matter what — the standard business model of webhosting companies — simply requires too many batteries.


    How often is the website offline?


    Initially, we ran the website on a 50W solar panel with an old 86.4 Wh lead-acid battery. Early 2020, we switched to a 30W solar panel and a brand new 168 Wh lead-acid battery. We keep experimenting with different sizes of solar panels and batteries to find the optimal balance between uptime and sustainability.


    In spite of the different configurations, the solar powered website obtained an uptime of 95% in both 2019 and 2020, meaning that it was offline for 20 days per year. Obtaining an uptime of 100% would require at least five times more battery energy storage.


    When is the best time to visit?


    The accessibility of this website depends on the weather in Barcelona, Spain, where the solar-powered web server is located. Because it is solar powered, the website is most often online during the summer.


    To help readers “plan” their visits to Low-tech Magazine, we provide them with several pointers. A battery meter provides crucial information because it may tell the visitor that the blog is about to go down — or that it’s “safe” to read it. The design features a background colour that indicates the capacity of the solar-charged battery that powers the website server. A decreasing height indicates that night has fallen or that the weather is bad.


    In addition to the battery level, other information about the website server is visible with a statistics dashboard. This includes contextual information of the server’s location: time, current sky conditions, upcoming forecast, and the duration since the server last shut down due to insufficient power. To access Low-tech Magazine no matter the weather, we have several offline reading options available. For example, we offer a printed version of the website, of which you are holding a volume in your hands. ←
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        The website, the server and the solar charge controller.
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        The web server and the solar charge controller.
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        The solar panel that powers the web server.
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        The energy storage for the solar powered website.
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        The website with battery meter at 50%.
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        A category page on the new website.
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        Weather prevision on the website.
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        Power use data.
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        “A dithered image from the website. Taken from the article How to Keep Beverages Cool Outside the Refrigerator.”




      


    


  




  
   About the Website

  Web design and development: Marie Otsuka, Roel Roscam Abbing.


    The website: https://solar.lowtechmagazine.com


    The project is open source. We have released the source code for ‘solar’, the Pelican theme we developed here: https://github.com/lowtechmag/solar


    We wrote three extra articles with more in-depth technical information:


    How to build a low-tech website: software and hardware, which focuses on the back-end. https://homebrewserver.club/low-tech-website-howto.html


    How to Build a Low-tech Website: Design Techniques and Process, which focuses on the front-end. https://github.com/lowtechmag/solar/wiki/Solar-Web-Design


    How sustainable is a solar powered website?, which focuses on the sizing of the solar PV system and the optimal balance between uptime and sustainability. https://solar.lowtechmagazine.com/2020/01/how-sustainable-is-a-solar-powered-website.html


    References

    

    [1]:	https://httparchive.org/reports/page-weight.


    [2]:	https://solar.lowtechmagazine.com/2009/06/embodied-energy-of-digital-technology.html.


    [3]:	https://solar.lowtechmagazine.com/2017/02/rebooting-energy-demand-automatic-software-upgrades.html.


    [4]:	Zuboff, Shoshana. The age of surveillance capitalism: The fight for a human future at the new frontier of power. Profile books, 2019.


    [5]:	Woodward, Gary C. “Reclaiming Conversation: The Power of Talk in the Digital Age by Sherry Turkle: New York, NY: Penguin Random House, 2015, 436 pp., IBSN No. 978-1-59420-555-2 (hardback).” (2017): 146-148.
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    We Can’t Do It Ourselves


    


    How to live a more sustainable life? By placing responsibility squarely on the individual, attention is deflected away from the many institutions involved in structuring possible courses of action.


    How to live a more sustainable life? This question generates a lot of debate that is focused on what individuals can do in order to address problems like climate change. For example, people are encouraged to shop locally, to buy organic food, to install home insulation, or to cycle more often.


    But how effective is individual action when it is systemic social change that is needed? Individuals do make choices, but these are facilitated and constrained by the society in which they live. Therefore, it may be more useful to question the system that requires many of us to travel and consume energy as we do.


    Climate Change Policies


    Policies to address climate change and other environmental problems are threefold: decarbonization policies (encouraging renewable energy sources, electric cars, heat pumps), energy efficiency policies (decreasing energy input/output ratio of appliances, vehicles, buildings), and behavioral change policies (encouraging people to consume and behave more sustainably, for instance by adopting the technologies promoted by the two other policies).


    The first two strategies aim to make existing patterns of consumption less resource-intensive through technical innovation alone. These policies ignore related processes of social change, which perhaps explains why they have not led to a significant decrease in energy demand or CO2-emissions. Advances in energy efficiency have not resulted in lower energy demand, because they don’t address new and more resource-intensive consumption patterns that often emerge from more energy efficient technologies.[1] [2]


    Likewise, renewable energy sources have not led to a decarbonization of the energy infrastructure, because (total and per capita) energy demand is increasing faster than renewable energy sources are added. [3]


    Consequently, the only way to reduce greenhouse gas emissions is to focus more on social change. Energy efficiency and decarbonization policies need to be combined with “social innovation” if we want energy use and carbon emissions to go down. This is where behavioral change policies come in. The third pillar of climate change policy tries to steer consumer choices and behaviors in a more sustainable direction.


    Behavioral Change Policies


    Instruments and policy packages designed to achieve behavior change vary greatly, but most can be categorized either as “carrots, sticks, or sermons.” [4] They can be economic incentives (such as grants for “green” products, energy taxes, soft loans), standards and regulations (such as building codes or vehicle emission standards), or the provisioning of information (more detailed energy bills, smart meters, awareness campaigns).


    All these policy instruments are focused on what are thought to be the determinants of individual behaviors. [5] [6] [7] [8] [9] They assume that either individuals take rational decisions based on product price and information (the homo economicus model), or that behaviors are the outcomes of beliefs, attitudes and values (various value-belief models). According to these dominant social theories, people engage in pro-environmental behavior for self-interested reasons (because it is enjoyable or saves money), or for normative reasons (because they think it’s the right thing to do).


    However, many pro-environmental actions involve a conflict between self-inte­rested and normative reasons. Pro-environmental behavior is often considered to be less profitable, less pleasurable, and/or more time-consuming. Consequently, people need to make an effort to benefit the environment, and this is why, according to behavioral change researchers, pro-environmental values and attitudes are not necessarily matched by individuals” behaviors — a phenomenon they call the “value-action gap.”


    To close this gap, two strategies are proposed. The first is to make normative goals more compatible with self-interested goals, either by decreasing the costs of pro-environmental actions, or by increasing the costs of harmful actions. The second strategy is to strengthen normative goals, in the hope that people will engage in pro-environmental behavior even if it is more expensive or effortful. This is usually pursued through awareness campaigns.


    Individual Choice


    However, the results of behavioral change policies have been disappointing so far. Two decades of climate-change related awareness campaigns have not decreased energy demand and carbon emissions in a significant way. The reason for this limited success is that existing attempts to change behavior rest on a very narrow view of the social world.


    Behavioral change policies are based on the widespread agreement that what people do is in essence a matter of individual choice. For example, whether people pick one mode of travel or another, is positioned as a matter of personal preference. [4] It follows that agency (the power to change) and responsibility for energy demand, consumption, and climate change are ultimately thought to lie within individual persons. [4] [11] [12]


    It is this concept of choice that lies behind strategies of intervention (persuasion, pricing, advice). Given better information or more appropriate incentives, “badly behaving” individuals are expected to change their minds and choose to adopt pro-environmental behaviors. [11]


    Obviously, individuals do make choices about what they do and some of these are based on values and attitudes. For example, some people don’t eat meat, while others don’t drive cars, and still others live entirely off-the-grid. However, the fact that most people do eat meat, do drive cars, and are connected to the electric grid is not simply an isolated matter of choice. Individuals do not exist in a vacuum. What people do is also conditioned, facilitated and constrained by societal norms, political institutions, public policies, infrastructures, technologies, markets and culture.[10] [13] [14]


    The Limits of Individual Choice


    As individuals, we may have degrees of choice, but our autonomy is always limited. [13] [14] For example, we can buy a more energy efficient car, but we can’t provide our own cycling infrastructure, or make car drivers respect cyclists. The Dutch and the Danish cycle a lot more than people in other industrialized nations, but that’s not because they are more environmentally conscious. Rather, they cycle in part because there’s an excellent infrastructure of dedicated cycle lanes and parking spaces, because it is socially acceptable to be seen on a bike, even in office wear, and because car drivers have the skills and culture to deal with cyclists.


    For example, Dutch drivers are taught that when they get out of the car, they should reach for the door handle using their right hand — forcing them to turn around so that they can see if there is a cyclist coming from behind. Furthermore, in case of an accident between a car driver and a cyclist, the car driver is always considered responsible, even if the cyclist made a mistake. Obviously, an individual in the UK or the US can decide to go cycling without this supporting infrastructure, culture, and legal framework, but it is less likely that large numbers of people will follow their example.


    People in industrialized countries are often locked into unsustainable lifestyles, whether they like it or not. Without a smartphone and always-on internet, for example, it is becoming difficult to take part in modern society, as more and more daily chores depend on these technologies. Once the connected smartphone is established as a “necessity,” an individual can still choose to buy an energy efficient device, but he or she can’t do anything about the fact that it will probably stop working after three years, and that it cannot be repaired.


    Neither do have individuals the power to change the ever increasing bit rates on the internet, which systematically add to the energy use in data centers and network infrastructure because content providers keep “innovating.” [15] An individual can try to consume as little as possible, but he or she shouldn’t expect too much help because the dominant economic system requires growth in order to survive.


    Blaming Each Other


    In sum, individuals can make pro-environmental choices based on attitudes and values, and they may inspire others to do the same, but there are so many other things involved that focusing on changing individual “behavior” seems to miss the point. [4] Trying to persuade people to live sustainably through individual behavior change programmes will not address the larger and more significant structures and ideas that facilitate and limit their options.


    In fact, by placing responsibility — and guilt — squarely on the individuals, attention is deflected away from the many institutions involved in structuring possible courses of action, and in making some very much more likely than others. [11] The discourse of sustainable “behavior” holds consumers collectively responsible for political and economic decisions, rather than politicians and economic actors themselves.


    This makes pro-environmental “behavior” policies rather divisive — it is the other individuals (for example meat eaters or car drivers) who are at fault for failing to consume or behave in line with particular values, rather than politicians, institutions and providers which enable unsustainable food and transport systems to develop and thrive.


    As this example makes clear, individual behavior change is not just a theoretical position, it is also a political position. Focusing on individual responsibility is in line with neoliberalism and often serves to suppress a systemic critique of political, economic and technological arrangements. [4] [10] [11]


    Beyond Individual Behavior


    If significant societal transformations are required, it makes more sense to decenter individuals from the analysis and look at the whole picture. Other approaches in social theory suggest that rather than being the expression of an individual’s values and attitudes, individual behavior is in fact the observable expression of the social world, including socially shared tastes and meanings, knowledge and skills, and technology, infrastructure and institutions. As such, behavior is just the “tip of the iceberg,” and the effects of intervening in behavior are limited accordingly.


    A much better target for sustainability is the socially embedded underpinning of behavior — the larger part of the iceberg that is under water. [13] This might entail focusing not on individuals and choices but on the social organization of everyday practices such as cooking, washing, shopping, or playing sports. How people perform these practices depends not only on individual choice, but also on the material, social and cultural context. [10] [13]


    For example, the practice of car driving requires “stuff” (cars, roads, parking spaces, gasoline stations, oil refineries), competences (driving skills, knowledge of traffic rules), and meanings (ideas of freedom, car driving is the “normal” thing to do, not having a car means you have failed in life). It makes little sense trying to convince people to drive less (or not drive at all) when these systemic issues are overlooked.


    If social practices are taken to be the core units of analysis, rather than the individuals who perform them, it becomes possible to analyse and steer social change in a much more meaningful way. [10] [13] By shifting the focus away from individual choice, it becomes clear that individual behavior change policies only represent incremental, minimal or marginal shifts at the level of a practice. At the same time, it reveals the extent to which state and other actors configure daily life.


    For example, the idea that a car equals personal freedom is a recurrent theme in car advertisements, which are much more numerous than campaigns to promote cycling. And because different modes of transport compete for the same roadspace, it is governments and local authorities that decide which forms get priority depending on the infrastructures they build.


    When the focus is on practices, the so-called “value-action gap” can no longer be interpreted as evidence of individual ethical shortcomings or individual inertia. Rather, the gap between people’s attitudes and their “behavior” is due to systemic issues: individuals live in a society that makes many pro-environmental arrangements rather unlikely.


    The New Normal


    In conclusion, although individual behavioral change policies purport to address social and not just technological change, they do so in a very limited way. As a result, they have exactly the same shortcomings as the other strategies, which are focused on efficiency and innovation. [2] Like energy efficiency and decarbonization policies, behavior change policies don’t challenge unsustainable social conventions or infrastructures.


    They don’t consider wider-ranging system level changes which would radically transform the way we live — and that could potentially achieve much more significant reductions in energy use and greenhouse gas emissions. For example, recycling garbage does not question the production of waste in the first place, and even legitimizes it. By diverting attention away from systemic issues that drive energy demand, behavioral change policies frequently reinforce the status quo. [11] [12] [13]


    In contrast to policies aimed at individuals, policies that frame sustainability as a systemic, institutional challenge can bring about the many forms of innovation that are needed to address problems like climate change. Relevant societal innovation is that in which contemporary rules of the game are eroded, in which the status quo is called into question, and in which more sustainable practices take hold across all domains of daily life. [11]


    Social change is about transforming what counts as “normal” — as in smoke-free pubs or wearing seat belts. We only need to look back a few decades to see that practices are constantly and often radically changing. A systemic approach to sustainability encourages us to imagine what the “new normal” of everyday sustainability might look like. [13] A sustainability policy that focuses on systemic issues reframes the question from “how do we change individuals” behaviors so that they are more sustainable?” to “how do we change the way society works?” This leads to very different kinds of interventions.


    Addressing the sociotechnical underpinnings of “behavior” involves attempting to create new infrastructures and institutions that facilitate sustainable lifestyles, attempting to shift cultural conventions that underpin different activities, and attempting to encourage new competences that are required to perform new ways of doing things. As a result of these changes, what we think of as individual “behaviors” will also change. ←


    This article was written for the UK’s Demand Centre (www.demand.ac.uk).
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        Illustration by Diego Marmolejo.
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    Ditch the Batteries: Off-grid Compressed Air Energy Storage


    


    Compressed air energy storage is a sustainable and resilient alternative to chemical batteries, with much longer life expectancy, lower life cycle costs, technical simplicity, and low maintenance.


    Going off-grid? Think twice before you invest in a battery system. Com-pressed air energy storage is the sustainable and resilient alternative to batteries, with much longer life expectancy, lower life cycle costs, technical simplicity, and low maintenance. Designing a compressed air energy storage system that combines high efficiency with small storage size is not self-explanatory, but a growing number of researchers show that it can be done.


    Compressed Air Energy Storage (CAES) is usually regarded as a form of large-scale energy storage, comparable to a pumped hydropower plant. Such a CAES plant compresses air and stores it in an underground cavern, recovering the energy by expanding (or decompressing) the air through a turbine, which runs a generator.


    Unfortunately, large-scale CAES plants are very energy inefficient. Compressing and decompressing air introduces energy losses, resulting in an electric-to-electric efficiency of only 40–52 percent, compared to 70–85 percent for pumped hydropower plants, and 70–90 percent for chemical batteries.


    The low efficiency is mainly since air heats up during compression. This waste heat, which holds a large share of the energy input, is dumped into the atmosphere. A related problem is that air cools down when it is decompressed, lowering electricity production and possibly freezing the water vapor in the air. To avoid this, large-scale CAES plants heat the air prior to expansion using natural gas fuel, which further deteriorates the system efficiency and makes renewable energy storage dependent on fossil fuels.


    Why Small-scale CAES?


    In the previous article, we outlined several ideas — inspired by historical systems — that could improve the efficiency of large-scale CAES plants. In this article, we focus on the small but growing number of engineers and researchers who think that the future is not in large-scale compressed air energy storage, but rather in small-scale or micro systems, using man-made, aboveground storage vessels instead of underground reservoirs. Such systems could be off-the-grid or grid-connected, either operating by themselves or alongside a battery system.


    The main reason to investigate decentralized compressed air energy storage is the simple fact that such a system could be installed anywhere, just like chemical batteries. Large-scale CAES, on the other hand, is dependent on a suitable underground geology. Although there are more potential sites for large-scale CAES plants than for large-scale pumped hydropower plants, finding appropriate storage caverns is not as easy as was previously assumed.[1] [2] [3]


    Compared to chemical batteries, micro-CAES systems have some interesting advantages. Most importantly, a distributed network of compressed air energy storage systems would be much more sustainable and environmentally friendly. Over their lifetimes, chemical batteries store only two to ten times the energy needed to manufacture them. [4] Small-scale CAES systems do much better than that, mainly because of their much longer lifespan.


    Furthermore, they do not require rare or toxic materials, and the hardware is easily recyclable. In addition, decentralized compressed air energy storage doesn’t need high-tech production lines and can be manufactured, installed and maintained by local business, unlike an energy storage system based on chemical batteries. Finally, micro-CAES has no self-discharge, is tolerant of a wider range of environments, and promises to be cheaper than chemical batteries. [5]


    Although the initial investment cost is estimated to be higher than that of a battery system (around $10,000 for a typical residential set-up), and although above-ground storage increases the costs in comparison to underground storage (the storage vessel is good for roughly half of the investment cost), a compressed air energy storage system offers an almost infinite number of charge and discharge cycles. Batteries, on the other hand, need to be replaced every few years, which makes them more expensive in the long run. [5] [6]


    Challenge: Limiting Storage Size


    However, decentralized CAES also faces important challenges. The first is the system efficiency, which is a problem in large- and small-scale systems alike, and the second is the size of the storage vessel, which is especially problematic for small-scale CAES systems.


    Both issues make small-scale CAES systems unpractical. Sufficient space for a large storage vessel is not always available, while a low storage efficiency requires a larger solar PV or wind power plant to make up for that loss, raising the costs and lowering the sustainability of the system.


    To make matters worse, system efficiency and storage size are inversely related: improving one factor is often at the expense of the other. Increasing the air pressure minimizes the storage size but decreases the system efficiency, while using a lower pressure makes the system more energy efficient but results in a larger storage size. Some examples help illustrate the problem.


    A simulation for a stand-alone CAES aimed at unpowered rural areas, and which is connected to a solar PV system and used for lighting only, operates at a relatively low air pressure of 8 bar and obtains a round-trip efficiency of 60 percent — comparable to the efficiency of lead-acid batteries. [7]


    However, to store 360 Wh of potential electrical energy, the system requires a storage reservoir of 18 m3, the size of a small room measuring 3 × 3 × 2 meters. The authors note that “although the tank size appears very large, it still makes sense for applications in rural areas.”


    Such a system may indeed be beneficial in this context, especially because it has a much longer lifespan than chemical batteries. However, a similar configuration in an urban context with high energy use is obviously problematic. In another study, it was calculated that it would take a 65 m3 air storage tank to store 3 kWh of energy. This corresponds to a 13 meter long pressure vessel with a diameter of 2.5 meters. [8]


    Furthermore, average household electricity use per day in industrialized countries is much higher still. For example, in the UK it’s slightly below 13 kWh per day, in the US and Canada it’s more than 30 kWh. In the latter case, ten such air pressure tanks would be required to store one day of electricity use.


    Small-scale CAES systems with high pressures give the opposite results. For example, a configuration modelled for a typical household electrical use in Europe (6,400 kWh per year) operates at a pressure of 200 bar (almost 4 times higher than the pressure in large-scale CAES plants) and achieves a storage volume of only 0.55 m3, which is comparable to batteries. However, the electric-to-electric efficiency of this set-up is only 11–17 percent, depending on the size of the solar PV system. [9]


    Two Strategies to Make Micro CAES Work


    These examples seem to suggest that compressed air energy storage makes no sense as a small-scale energy storage system, even with a reduction in energy demand. However, perhaps surprisingly to many, this is not the case.


    Small-scale CAES systems cannot follow the same approach as large-scale CAES systems, which increase storage capacity and overall efficiency by using multi-stage compression with intercooling and multi-stage expansion with reheating. This method involves additional components and increases the complexity and cost, which is impractical for small-scale systems.


    The same goes for “adiabatic” processes (AA-CAES), which aim to use the heat of compression to reheat the expanding air, and which are the main research focus for large-scale CAES. For a micro-CAES system, it’s very important to simplify the structure as much as possible. [5] [10]


    This leaves us with two low-tech strategies that can be followed to achieve similar storage capacity and energy efficiency as lead-acid batteries. First, we can design low pressure systems which minimize the temperature differences during compression and expansion. Second, we can design high pressure systems in which the heat and cold from compression and expansion are used for household applications.


    Small-scale, High Pressure


    Small-scale compressed air energy storage systems with high air pressures turn the inefficiency of compression and expansion into an advantage. While large-scale AA-CAES aims to recover the heat of compression with the aim of maximizing electricity production, these small-scale systems take advantage of the temperature differences to allow trigeneration of electrical, heating and cooling power. The dissipated heat of compression is used for residential heating and hot water production, while the cold expanding air is used for space cooling and refrigeration. Chemical batteries can’t do this.


    In these systems, the electric-to-electric efficiency is very low. However, there are now several efficiencies to define, because the system also supplies heat and cold. [10] [11] Furthermore, this approach can make several electrical appliances unnecessary, such as the refrigerator, the air-conditioning, and the electric boiler for space and water heating. Since the use of these appliances is often responsible for roughly half of the electricity use in an average household, a small-scale CAES system with high pressure has lower electricity demand overall.


    High pressure systems easily solve the issue of storage size. As we have seen, a higher air pressure can greatly reduce the size of a compressed air storage vessel, but only at the expense of increased waste heat. In a small-scale system that takes advantage of temperature differences to provide heating and cooling, this is advantageous. Therefore, high pressure systems are ideal for small-scale residential buildings, where storage space is limited and where there is a large demand for heat and cold as well as electricity. The only disadvantages are that high pressure systems require stronger and more expensive storage tanks, and that extra space is required for heat exchangers.


    Several research groups have designed, modeled and built small-scale combined heat-and-power CAES units which provide heating and cooling as well as electricity. The high pressure system with a storage volume of only 0.55 m3 that we mentioned earlier, is an example of this type of system. [9] As noted, its electrical efficiency is only 11–17 percent, but the system also produces sufficient heat to produce 270 liters of hot water per day. If this thermal source of energy is also taken into account, the “exergetic” efficiency of the whole system is close to 70 percent. Similar “exergy” efficiencies can be found in other studies, with systems operating at pressures between 50 and 200 bar. [11] [21]


    Heat and cold from compression and expansion can be distributed to heating or cooling devices by means of water or air. The setup of an air cycle heating and cooling system is very similar to a CAES system, except for the storage vessel. Air cycle heating and cooling has many advantages, including high reliability, ease of maintenance, and the use of a natural refrigerant, which is environmentally benign. [11]


    Small-scale, Low Pressure


    The second strategy to achieve higher efficiencies and lower storage volumes is exactly the opposite from the first. Instead of compressing air to a high pressure and taking advantage of the heat and cold from compression and expansion, a second class of small-scale CAES systems is based on low pressures and “near-isothermal” compression and expansion.


    Below air pressures of roughly 10 bar, the compression and expansion of air exhibit insignificant temperature changes (“near-isothermal”), and the efficiency of the energy storage system can be close to 100 percent. There is no waste heat and consequently there is no need to reheat the air upon expansion.


    Isothermal compression requires the least amount of energy to compress a given amount of air to a given pressure. However, reaching an isothermal process is far from reality. To start with, it only works with small and/or slowly cycling compressors and expanders. Unfortunately, typical industrial compressors are not made for maximum efficiency but for maximum power and thus work under fast-cycling, non-isothermal conditions. The same goes for most industrial expanders. [22] [24]


    The use of industrial compressors and expanders explains in large part why the low pressure CAES systems mentioned at the beginning of this article have such large storage vessels. Both systems are based on devices which are operated outside of their optimal or rated conditions. [25] Because inefficiencies multiply during energy conversions, even relatively small differences in the efficiency of compressors and expanders can have large effects. For example, a variation in device efficiency from 60 percent to 80 percent results in a system efficiency from 36 percent to 64 percent, respectively.


    New Types of Compressors and Expanders


    Because the performance of a compressor and an expander significantly impact the overall efficiency of a small-scale CAES system, several researchers have built their own compressors and expanders, which are especially aimed at energy storage. For example, one team designed, built and examined a single-stage, low power isothermal compressor that uses a liquid piston. [22] It operates at a very low compression rate (between 10–60 rpm), which correspond to the output of solar PV panels, and limits temperature fluctuation during compression and expansion to 2 degrees Celsius.


    The low-cost device has minimum moving parts and obtains efficiencies of 60–70 percent at 3 to 7 bar pressure. [22] This is a very high efficiency for such a simple device, considering that a sophisticated three-stage centrifugal compressor, used in large-scale CAES systems or in industrial settings, is roughly 70 percent efficient. Furthermore, the researchers state that the efficiency is limited by the off-the-shelf motor that they use to power their compressor. Indeed, another research team achieved 83 percent efficiency. [26]


    Another novelty is the use of scroll compressors, which are the types of compressors that are now used in refrigerators, air-conditioning systems, and heat pumps. Both fluid piston and scroll compressors have a high area-to-volume ratio, which minimizes heat production, and can easily handle two-phase flow, which means that they can also be used as expanders. They are also lighter and less noisy than typical reciprocating compressors. [24]


    Varying Air Pressure


    Although compressors and expanders are the most important determinants of system efficiency in small-scale CAES systems, they are not the only ones. For example, in every compressed air energy storage system, additional efficiency loss is caused by the fact that during expansion the storage reservoir is depleted and therefore the pressure drops. Meanwhile, the input pressure for the expander is required to vary only in a minimal range to assure high efficiency.


    This is usually solved in two ways, although neither is really satisfactory. First, air can be stored in a tank with surplus pressure, after which it is throttled down to the required expander input pressure. However, this method — which is used in large-scale CAES — requires additional energy use and thus introduces inefficiency. Second, the expander can operate at variable conditions, but in this case efficiency will drop along with the pressure while the storage is emptied.


    With these problems in mind, a team of researchers combined a small-scale CAES with a small-scale pumped hydropower plant, resulting in a system that maintains a steady pressure during the complete discharge of the storage reservoir. It consists of two compressed air tanks that are connected by a pipe attached to their lower portions: each of these have separate spaces for air (below) and water storage (above). The configuration maintains a head of water by means of a pump, which consumes 15 percent of the generated power. However, in spite of this extra energy use, the researchers managed to increase both the efficiency and the energy density of the system. [11]


    Off-the-Grid Power Storage


    To give an idea of what a combination of the right components can achieve, let’s have a look at a last research project. [27] It concerns a system that is based on a highly efficient, custom-made compressor/expander, which is directly coupled to a DC motor/generator. Apart from its efficient components, this CAES project also introduces an innovative system configuration. It doesn’t use one large air storage tank, but several smaller ones, which are interconnected and computer-controlled.


    The setup consists of the compression/expansion unit coupled to three small (7L) cylinders, previously used as air extinguishers, and operates at low pressure (max 5 bar). The storage vessels are connected via PVC pipework and brass fittings. To control the air-flow, three computer-controlled air valves are installed at the inlet of each cylinder. The system can be extended by adding more pressure vessels. [27]


    A modular configuration results in a higher system efficiency and energy density for mainly two reasons. First, it helps more effective heat transfer to take place, because every air tank acts as an additional heat exchanger. Second, it allows better control over the discharge rate of the storage reservoir. The cylinders can be discharged either in unison to satisfy a demand for high power density (more power at the cost of a shorter discharge time), or they can be discharged sequentially to satisfy a demand for high energy density (longer discharge time at the cost of maximum power).


    By discharging the cylinders sequentially, the discharge time can be greatly increased, making the system comparable to lead-acid batteries in terms of energy density. Based on their experimental set-up, the researchers calculated the efficiencies for different starting pressures and numbers of cylinders. They found that 57 interconnected cylinders of 10 liter each, operating at 5 bar, could fulfill the job of four 24V batteries for 20 consecutive hours, all while having a surprisingly small footprint of just 0.6 m3.


    Interestingly, the storage capacity is 410 Wh, which is comparable to the 360 Wh rural system noted earlier, which requires an 18 m3 storage vessel — that’s thirty times larger than the modular storage system.


    The electric-to-electric efficiency for the 3-cylinder set-up reached a peak of 77 percent at 3 bar pressure, while the estimated efficiency for the 57-cylinder set-up is 70 percent. These are values comparable to lithium-ion batteries, but adding more storage vessels or operating at higher pressures introduces larger losses due to compression, heat, friction and fittings. [27] [29]


    Nevertheless, when I e-mailed Abdul Alami, the main author of the study, thinking that the results sounded too good to be true, he told me that the figures were actually overly conservative:


    We stuck to low pressures to achieve near-isothermal compression and to ensure safe operation. Operating at pressures higher than 10 bar would create serious thermal losses, but a pressure of 7–8 bar may be beneficial in terms of energy and power density, though maybe not in terms of efficiency.


    Build it Yourself?


    In conclusion, small-scale compressed air energy storage could be a promising alternative to batteries, but the research is still in its early stages — the first study on small-scale CAES was published in 2010 — and new ideas will continue to shed light on how best to develop the technology. At the moment, there are no commercial products available, and setting up your own system can be quite intimidating if you are new to pneumatics. Simply getting hold of the right components and fittings is a headache, as these come in a bewildering variety and are only sold to industries.


    However, if you’re patient and not too unhandy, and if you are determined to use a more sustainable energy storage system, it is perfectly possible to build your own CAES system. As the examples in this article have shown, it’s just a bit harder to build a good one. ←
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        Small-scale CAES with modular storage tanks. Image by Abdul Hai Al-Alami.
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        Experimental set-up of small-scale compressed air energy storage system. Image by Abdul Hai Al-Alami.
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        A scroll compressor. Source: Sun, Hao, Xing Luo, and Jihong Wang. “Feasibility study of a hybrid wind turbine system–Integration with compressed air energy storage.” Applied Energy 137 (2015): 617 -628. (CC BY 3.0)
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        Small-scale compressed air energy storage. Image in the public domain.
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        Manual air compressor. Image in the public domain.
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    History and Future of the Compressed Air Economy


    


    Historical compressed air systems hold the key to the design of a low-tech, low-cost, robust, sustainable and relatively energy efficient energy storage medium.


    Compressed air energy storage (CAES) is considered to be an important component of a renewable power grid, because it could store surplus power from wind turbines and solar panels on a large scale. However, in its present form, the technology suffers from large energy losses and depends on natural gas to operate.


    A look at the 4,000 year long history of compressed air makes clear that this is not unavoidable. Although our ancestors were dependent on less energy efficient technology, they used compressed air in more intelligent configurations that had fewer energy conversion losses and were independent of fossil fuels.


    These historical systems hold the key to the design of a low-tech, low-cost, robust, sustainable and relatively energy efficient energy storage medium. The compressed air economy could be the practical and realistic alternative to the hydrogen or all-electric utopias.


    The Promise of Compressed Air


    While the potential of wind and solar energy is more than sufficient to supply the electricity demand of industrial societies, these resources are only available intermittently. Adjusting energy demand to the weather — a common strategy in the old days — is one way to deal with the variability and uncertainty of renewable power, but it has its limits. Therefore, a renewable power grid needs at least some energy storage, and the same goes for an off-the-grid system based on solar or wind power.


    Today, more than 99 percent of worldwide electrical storage capacity consists of pumped hydropower energy storage plants, where surplus electrical energy from solar or wind power plants is stored for later use by pumping water from a lower to a higher reservoir. Pumped hydropower energy storage is pretty efficient and low-tech, but it requires a suitable geography for two large water bodies, separated vertically, and one or two dams. It also floods large areas of land. Most suitable sites are already in use, which means that there is little potential for further growth. [1] [2]


    That’s why many people are seeing a promising alternative in Compressed Air Energy Storage (CAES), another form of mechanical energy storage. In these systems, electricity is used to compress air, which is stored in an underground cavern. To make use of the stored energy, the air is decompressed and converted back to electricity. Although CAES also requires favourable geography to provide the underground air storage caverns, it is believed that there are many more suitable sites worldwide than for pumped hydropower energy storage. [3]


    Importantly, CAES is the most sustainable energy storage around. Unlike pumped hydropower energy storage, compressed air energy storage presents no environmental issues caused by the flooding of land and the damming of rivers. Furthermore, if the energy stored over the lifetime of a storage device is compared to the amount of primary energy required to build the device, CAES surpasses pumped hydropower energy storage and is vastly superior to electrochemical batteries, which require 10 to 100 times more embodied energy for a given storage capacity. [3]


    This is a crucial advantage, because high energy use for the production of the energy storage can greatly decrease the sustainability of a renewable power grid.


    The Problem with Compressed Air


    In spite of these advantages, there are currently only two large-scale CAES plants in operation worldwide: one in Germany, built in 1979, and one in the USA, built in 1991. [4] This limited uptake is mainly attributed to the fact that more than half of the energy is lost when charging and discharging a compressed air “battery.”


    While pumped hydropower storage has a charge/discharge efficiency of 70–85 percent, and chemical batteries reach 65–90 percent, the CAES plants in operation in Germany and the US have an electric-to-electric efficiency of only 40–42 percent and 51–54 percent, respectively. [2] [5] [6]


    The low energy conversion efficiency is mainly due to the fact that air increases in temperature when being compressed to high pressures (both CAES plants operate at 50–70 bar, which is 10 to 20 times the air pressure in a bicycle tire). Because the energy density of air decreases with rising temperature, both CAES plants remove the heat prior to storage and dump it into the atmosphere. This implies a significant source of energy loss. [7] [8]


    Furthermore, when air is decompressed from a high pressure, the temperature decreases to such an extent that the water vapor in the air can freeze, thereby damaging the valves and the expander of the storage system. To prevent this, and to increase power output, both CAES plants heat the air in combusters using natural gas fuel prior to expansion. Obviously, this further decreases the energy efficiency of the overall process, rendering the present CAES systems entirely dependent on fossil fuels for their operation. [1] [7] [9]


    A conversion efficiency of 40–50 percent means that wind or solar power generation capacity must be doubled to make up for that loss. Consequently, we need more energy, more materials, and more space for the same energy output. The environmental friendliness of CAES is thus at least partly negated by its low efficiency.


    Moreover, CAES’s low energy conversion efficiency is inherently linked to its low energy density, which means it relies on very large storage reservoirs. In principle, the energy density of compressed air can be greatly improved by using higher air pressures, but as the air pressure increases, more energy is turned into waste heat and the efficiency of the whole process further deteriorates. Consequently, a CAES system — in its current configuration — is always a compromise between efficiency and energy density.


    4,000 Years of History


    The very low energy efficiency of today’s compressed air energy storage systems is remarkable in a historical context. The use of compressed air dates back more than 4,000 years and has always been an important driver of technological progress. Although these historical applications were not aimed at energy storage, they offer inspiration to improve both the energy efficiency and energy density of today’s CAES systems.


    The earliest and arguably most important use of compressed air throughout history has been fueling the fire. This happened in the kitchen and in all heat-based production processes, but it was especially important in metal making processes. An unaided charcoal fire could reach 900 °C, but a powerful forced air supply could raise its temperature to nearly 2000 °C. [10]


    Although there were important regional differences, the history of metal smelting shows an evolution from metals with relatively low melting points, such as tin (230 °C), to metals with higher melting points, first copper (1050 °C) and then iron (1500 °C).


    This progress was in part driven by the improvements in air compressor technology, which evolved from air treading bags, wooden cylinders and pistons, and various forms of bellows, all human powered, to much larger and more powerful accordion bellows made of wood and bull hides, which were double-acting and operated by water power. [11]


    Starting in the 1860s and continuing into the 1900s, compressed air (or “pneumatics”) was at the center of another technological revolution. This time, pneumatics established itself as the most versatile and widely used power transmission technology before the introduction of electricity. [12]


    Because electric power was still distributed at low voltages, both compressed air and water under pressure (“hydraulics”) had better transmission efficiencies over longer distances. However, compressed air has a very practical advantage over water under pressure: air is available anywhere and its exhaust poses no problems, while hydraulic systems require a sufficient water supply as well as a means to drain the fluid after use.


    As a power transmission technology, compressed air was first applied in tunneling and mining. It provided an answer to the pressing need for a mechanical rock drill in the building of canals and railways, where tunnel construction formed a major bottleneck. Under severe hard-rock conditions, tunnel advance with hand drilling — using a pickaxe and explosives — was measured in inches per day, and tunnels of as little as half a mile in length could take years to complete. [12]


    In the new configuration, steam engines above-ground produced compressed air that was piped into the shafts or tunnels. The breakthrough of compressed air power transmission and pneumatic drilling tools happened with the digging of the 13.7 km long Mont Cenis tunnel in the Alps, which was completed in just 14 years (1857–1871). The technology quickly spread to the mining industry, especially in the US, where compressed air not only powered rock drills but also other machinery, such as hauling, pumping and stamping machines. [12] [18]


    The Paris Compressed Air Network


    With its effectiveness demonstrated so dramatically in power drilling, compressed air was adapted to a widening range of industrial operations: hammering, riveting, painting and spraying, pressure handling of fluids in processing, and a host of other uses. In the US, pneumatics came to be widely introduced as an auxiliary power system in manufacturing from the 1880s. The Census of 1900 referred to the widespread introduction of small pneumatic tools as possibly “the most important single tool development of the decade.” [12]


    Around the same time in Europe, the French took pneumatic power transmission one step further by setting up a city-wide power distribution network in Paris. It would remain in use for more than 100 years (from 1881 to 1994), distributing compressed air at a relatively low pressure of 5–6 bar over a network of (eventually) more than 900 km of mains, serving more than 10,000 customers. [12] [18]


    The Paris compressed air network started as a system designed exclusively for regulating clocks by impulses of compressed air sent through subterranean pipes. By 1889, the network in Paris was regulating 8,000 clocks through 65 km of mains. The clock regulating service was retired in 1927, after it became clear that electricity was better suited for the job. However, by that time, the compressed air network in Paris had proved highly successful in small industrial and service establishments. [12] [13] [14] [15] [16] [17] [18]


    Already in 1892, F.E. Idell wrote that:


    Among the smaller industrial purposes for which the air motors are used in Paris, I find the driving of lathes for metal and wood, of circular saws, drills, polishing machines, and many others. They are also used in the workshops of carpenters, joiners and cabinet-makers, of smiths, of umbrella makers, of collar-makers, of bookbinders, and naturally in a great many places where sewing machines are used, both by dressmakers, tailors, and shoemakers, from the smallest to the largest scale. [18]


    Over the years, the share of commercial and domestic use of compressed air decreased, as electricity became more important. However, industrial consumption of compressed air kept growing, and many large factories in Paris — from car producers to glass manufacturers — were connected to the unique power distribution network until the very end. Dentists became new users during the 1970s and 1980s. [12] [1]


    First Lesson: Avoid Energy Conversions


    What can be learned from comparing historical and current technologies based on compressed air? A first and crucial difference is the number of energy conversions involved. In historical systems, mechanical energy (for example, from a waterwheel or a steam engine) was directly converted to compressed air (using an air compressor), and then — most often — converted back to mechanical energy (for example, moving a pneumatic hammer). Consequently, there were only two sources of energy conversion loss: in the air compressor, and in the air expander.


    Compressed air is still vital to the productivity of many industries and services around the globe, being used in thousands of applications — from food packaging and metal smelting to the manufacturing of microchips and plastics. However, compressed air is now produced by air compressors that run on electricity. This introduces two additional sources of energy loss: the electric generator (which converts mechanical energy from an energy source into electricity) and the electric motor (which converts electric energy back into mechanical energy to run the air compressor).


    As a result, today’s industrial use of compressed air is very wasteful: assuming each converter is 75 percent efficient, and assuming no other energy losses, only 30 percent of the energy input is converted into useful output. [19]


    The overall system efficiency of the two existing CAES plants is even worse than that: not only is there the extra conversion step at the beginning of the chain (the energy loss in the windmill generator and in the electric motor running the compressor), but also at the end of the chain. This contrasts with industrial applications, where the end product is compressed air — a CAES plant converts the compressed air back into electricity.


    When the efficiency of a CAES plant is said to be 40–50 percent, this only refers to the losses in the air compressor and the air expander (electric-to-electric efficiency). However, if we include the conversions to and from electricity, the overall system efficiency decreases to less than 20 percent, again assuming that each converter has an efficiency of 75 percent.


    Now, imagine that a factory uses electricity from a CAES plant to power its industrial air compressors — a perfectly possible scenario. We then get the following energy conversion chain: mechanical energy is converted into electricity, electricity is converted into compressed air, compressed air is converted into electricity, electricity is converted into compressed air, and compressed air is converted in mechanical energy. That’s not two, or four, but six sources of energy conversion losses. Assuming each converter is 75 percent efficient, overall system efficiency now drops below 10 percent.


    On the other hand, if we would connect a CAES plant directly to a factory that uses pneumatic tools, by piping compressed air from one to the other, we would suffer just four sources of energy loss (generator, motor, compressor, expander). In the CAES plant, there is no longer a need to convert the stored compressed air back to electricity, while in the factory there is no need to compress the air a second time, using electricity. CAES and a factory could be up to 25 km apart — the distance up to which compressed air can be distributed efficiently.


    The obvious next step is to compress the air in a CAES plant using a direct mechanical link between the windmill and the air compressor, thus skipping the conversion from direct mechanical energy to electricity and back. Such an approach — which has been demonstrated on a small scale, in slightly different configurations [8] [20] [21] — would make CAES entirely independent of electricity and would bring the energy conversion steps back to two, as in all historical systems. The only remaining energy conversion losses would be in the air compressor and in the air expander.


    A rigid connection between windmill shaft and air compressor would also improve the efficiency of a CAES plant that is not connected to a factory but supplies electricity for general purposes, although the efficiency gain will be smaller. Obviously, compressing the air mechanically only works with windmills and not with solar PV panels, which do not produce mechanical energy.


    Second Lesson: Use Heat and Cold for Other Purposes


    A second, related difference between present and historical uses of compressed air is how to deal with the temperature differences caused by compression and expansion of air. To improve efficiency, both CAES plants in operation use multiple air compressors. Multi-stage compression progressively increases the pressure and cools the air after each compression stage, using circulating water that is pumped to a cooling tower and released into the atmosphere. [22] [23]


    Today, most CAES engineers are focused on further improving efficiency by using the waste heat of compression to reheat the compressed air upon expansion. This method is called “Advanced Adiabatic CAES” (AA-CAES) or “fuelless CAES” and removes the need to reheat with natural gas as in the standard “diabatic” CAES. The technology is expected to reach an overall efficiency of roughly 70 percent, bringing it closer to the efficiency of chemical batteries and pumped hydropower storage plants. [7]


    However, AA-CAES remains an unproven technology so far: a number of plants have been proposed, but none have yet made it past the design stage. [22] [23] The problem is twofold: first, the process enhancement increases the costs of a CAES plant by 20 to 40 percent; second, re-using the waste heat of the compression process is technologically challenging. To transfer heat at a high rate with a minimal temperature difference requires a very large surface area of contact. [7]


    If we look at older pneumatic systems, we see that there are other, easier ways to take advantage of temperature differences due to compression and expansion. In the Paris compressed air power network, engineers took advantage of the cooling that is provided by the expansion of air. In Paris, compressed air was usually heated by a coke fire before it was used by an air motor, increasing the power output in a way that is very similar to the use of natural gas in present-day CAES systems.


    However, in bars and restaurants, these reheaters were not used. Instead, the cold air was used for refrigeration, freezing, cooling or ventilation purposes. In 1892, F.E. Idell described a Paris restaurant where “the exhaust was carried through a brick flue into the beer cellar. In this flue the carafes were set to freeze, and large moulds of block ice were also being made for table use, while the air was still cold enough in passing away through the beer cellar to render the use of ice for cooling quite unnecessary, even in the hottest weather.” [18]


    The use of compressed air for cooling or freezing sometimes went together with the production of electricity for lighting, driving a dynamo. In these cases, the air motors were basically worked for their exhaust, with electric light being the by-product. Taking advantage of temperature differences also happened in the earlier mining applications, where the exhaust of the rock drills helped to cool (and ventilate) the mines.


    A similar and promising idea today, is compressed air energy storage combined with thermal storage to provide electricity, heating, cooling, refrigeration and/or ventilation at the same time. In fact, this approach also avoids several energy conversions, as it could replace refrigerators, freezers, air-conditioners and heating systems running on electricity. The method could work at the level of a city district or an industrial area [23], but it is especially interesting for decentralized energy storage, using manmade, aboveground storage containers.


    As we have seen, a higher air pressure can greatly reduce the size of a compressed air storage vessel, but only at the expense of increased waste heat. In individual buildings, space for storage vessels is limited, while there is a large demand for heat and cold, as well as electricity. Increasing the air pressure makes the storage vessel smaller and increases the production of heat and cold, meeting all energy needs of a household.


    Some proposed designs follow other approaches to deal with the heat of compression, and these could work for both large-scale and small-scale CAES systems. One interesting idea is a compressed air energy storage system that runs on wind energy as well as solar energy. [24] Wind energy is stored in the form of compressed air by compressor chain, as in the other CAES plants. However, solar energy from a parabolic dish is stored in an insulated solar thermal tank and used to reheat the compressed air prior to expansion. Because the heat from the compression process is no longer needed to warm the air upon expansion, it is used to produce hot water.


    A similar concept for a hybrid thermal and compressed air energy storage design uses electric heating instead of solar thermal power. [25] Because the workload in these systems is shifted from pure conversion to investing partially in thermal storage, energy densities well in excess of traditional CAES can be achieved, and the size of the air storage can be reduced.


    Third Lesson: Improve the Air Compressor


    A third way to improve the efficiency of compressed air energy storage is by using more energy efficient air compressors and expanders. This strategy is opposite to the one we explained before. Instead of taking advantage of heat and cold to make the system more efficient, it tries to minimize waste heat production during compression (and, consequently, to limit cooling during expansion).


    Once again, it pays to look to the past for inspiration. Surprisingly, the holy grail of “isothermal” air compression — in which no waste heat is produced at all — was found at least 400 years ago. The hydraulic air compressor — or “trompe,” as it was originally known — was an Italian invention first mentioned by name in 1588, but possibly already known in Antiquity.


    From the 1600s onwards, dozens of “trompes” furnished a continuous air blast to early iron and brass-smelting furnaces in the French/Spanish Pyrenees. [26] [28] Compared to a waterwheel running a wooden piston compressor, it was roughly three times more efficient, allowing higher iron production with less water power resources.


    The trompe consisted of one or more vertical wooden tubes through which water was channeled by gravity. Upon its descent, the water absorbed air through holes in the tube and acted as a continuous piston in compressing the air. At the bottom of the tube, the air was separated from the water in a receptacle, after which it was sent to the furnace nozzle by adjustable pressure. Remarkably, the hydraulic air compressor produced compressed air without any moving parts, other than gate valves to shut off incoming water flow. This made it an extremely reliable device. [26] [30]


    In the 19th century, the design of the hydraulic air compressor was further improved, making it more efficient and practical. In 1861, a hydraulic air compressor was built to power the rock drills for the construction of the Mont Cenis tunnel in the Alps, but the technology reached its heydays only at the end of the nineteenth century, this time in the mining industry.


    Over a 33-year period starting in 1896, eighteen gigantic hydraulic air compressors were built, mostly in the US, Canada, Germany and Sweden. In the largest of these installations, which were partly or completely built underground, water and air fell through pipes and shafts — hewn out of the rocks — which could be more than 100 meters deep and up to 4 meters wide. The delivery pressure amounted to 8 bar and the power output could reach 3,000 kilowatts. [29] [31]


    The first installations used a multitude of small downward air pipes, as in the original trompe, while later installations would use only two shafts. Leets and penstocks delivered water to air-water “mixing heads” of various designs, and the compressed air was often subdivided to reach different mines and piped over distances of many kilometers. Most hydraulic air compressors operated for decades, the last one until 1981. [29] [31]


    Performance tests, periodically carried out between the 1890s and 1950s, report that the hydropower-to-pneumatic power conversion efficiency ranged between 53 percent and 88 percent. More recent research has lowered these numbers to account for gas solubility effects, reporting efficiencies of 40 to 78 percent. [29] [30] Although hydraulic air compression produces little waste heat, a new type of energy loss is introduced: some of the air dissolves in the water and thus bypasses the air-water separation process, reducing the mass flow of air at outlet. [29]


    The hydraulic air compressor has seen renewed interest lately. A Canadian research team developed a 30 meter tall hydraulic air compressor demonstrator rig in a former mine elevator shaft. [29] [32] The “HAC Demonstrator Project” measures and verifies the energy savings potential of the technology primarily for deep mining applications. However, it could also be an alternative for multi-stage compressors used in industry and in CAES systems. This is because the new design can also be set up in closed-loop configuration, using a pump instead of a natural head of water.


    Although the pump introduces extra energy use, a closed-loop configuration has two important advantages. First, it could be applied anywhere, rather than just in proximity to an exploitable water source and a large height difference. Second, it offers the opportunity to suppress the undesirable effects of solubility physics, for example through the addition of salt to the circulating water.


    According to the researchers, a closed-loop hydraulic air compressor could have an efficiency of 75 percent, taking into account the extra energy use from the pump. This is 13 percent more efficient than a three-stage centrifugal compressor, and cost advantages will be larger because of lower maintenance requirements. [29] [32]


    The hydraulic air compressor seems like a perfect match for large-scale CAES systems with underground reservoirs. In fact, many of the 19th and 20th century hydraulic air compressors used the lower air separator chamber also for compressed air energy storage, in what could be considered the first large-scale use of CAES. The storage — which could be as large as 5,600 m3 — was used to meet a short-time excess demand for air, meaning that the hydraulic air compressor did not have to be designed for the largest loads. [30]


    The Future of Compressed Air


    None of these ideas will make CAES plants 100 percent energy efficient. However, they could help make them reach similar efficiencies to batteries, but with much lower environmental issues and much less energy invested. ←


    Thanks to George Fleming.
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        The trompe compressed air without any moving parts, other than valve gates to shut off incoming water flow. De Re Metallica, Georgius Agricola, 1556.
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        The earliest use of compressed air in history has been fueling the fire.
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        Distribution room for the pneumatic clock network in Paris.


      


    


  


  

    

      

        [image: ]

      


      

        Stone dressing using pneumatic hammers.
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        Power station of the compressed air network in Paris. Source: Tom Bates, The Manufacturer and Builder, 1889. Image found online at the Museum of Retrotechnology. 
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        Air compressors from the early 1900s. Source: Hiscox, Gardner D. Compressed air, its production, uses, and applications; comprising the physical properties of air from a vacuum to its highest pressure, its thermodynamics, compression, transmission and uses as a motive power… New York: N. W. Henley (1909): 271.
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        In Paris, compressed air was usually heated by a coke fire before it was used by an air motor, increasing the power output in a way that is very similar to the use of natural gas in present-day CAES systems. Source: Hiscox, Gardner D. Compressed air, its production, uses, and applications; comprising the physical properties of air from a vacuum to its highest pressure, its thermodynamics, compression, transmission and uses as a motive power… New York: N. W. Henley (1909): 271.
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        Pneumatic rock drill. Source: Charles Barnard, Tools and Machines (New York, NY: Silver, Burdett and Company, 1903).
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          Scientists gather to study the Taylor air compression system. Image: Canadian Journal of Fabrics, septembre 1897.
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        A newly developed hydraulic air compressor in Canada. Source: HAC Demonstrator Project (https://electrale.com).
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    How Much Energy Do We Need?


    


    Researchers have calculated minimum levels of energy use needed to live a decent life, but what about maximum levels?


    Because energy fuels both human development and environmental damage, policies that encourage energy demand reduction can run counter to policies for alleviating poverty, and the other way around. Achieving both objectives can only happen if energy use is spread more equally across societies.


    However, while it’s widely acknowledged that part of the global population is living in “energy poverty,” there’s little attention given to the opposite condition, namely “energy excess” or “energy decadence.” Researchers have calculated minimum levels of energy use needed to live a decent life, but what about maximum levels?


    Energy Use Per Capita


    Humanity needs to reduce its energy use radically if we are to avoid dangerous climate change, the exhaustion of non-renewable resources, and the destruction of the natural environment upon which our survival depends. [1] Targets for reductions in carbon emissions and energy use are usually framed in terms of national and international percentage reductions, but the energy use per head of the human population varies enormously between and within countries, no matter how it is calculated. [2]


    If we divide total primary energy use per country by population, we see that the average North American uses more than twice the energy of the average European (6,881 kgoe versus 3,207 kgoe, meaning kg of oil equivalent. Within Europe, the average Norwegian (5,818 kgoe) uses almost three times more energy than the average Greek (2,182 kgoe). The latter uses three to five times more energy than the average Angolan (545 kgoe), Cambodian (417 kgoe) or Nicaraguan (609 kgoe), who uses two to three times the energy of the average Bangladeshi (222 kgoe). [3]


    These figures include not only the energy used directly in households, but also energy used in transportation, manufacturing, power production and other sectors. Such a calculation makes more sense than looking at household energy consumption alone, because people consume much more energy outside their homes, for example through the products that they buy. [4]


    Such a “production-based” calculation is not perfect, because countries with high energy use per capita often import a lot of manufactured goods from countries with lower energy use per capita. The energy used in the production of these goods is attributed to the exporting countries — meaning that the energy use per capita in the most “developed” countries is an underestimation.


    Finding out about the distribution of energy use within countries requires data with higher spatial resolution. For example, an analysis of variations in household energy consumption (electricity + gas) and energy use in private transportation in the UK shows that the average energy use per capita can differ fivefold depending on the area. [2] Taking into account both differences between and within countries, as well as the outsourcing of manufacturing (a “consumption-based” calculation), the highest energy users worldwide can contribute 1,000 times as much carbon emissions as the lowest energy users. [5]


    Inequality not only concerns the quantity of energy, but also its quality. People in industrialized countries have access to a reliable, clean and (seemingly) endless supply of electricity and gas. On the other hand, two in every five people worldwide (3 billion people) rely on wood, charcoal or animal waste to cook their food, and 1.5 billion of them don’t have electric lighting. [6] These fuels cause indoor air pollution, and can be time- and labor-intensive to obtain. If modern fuels are available in these countries, they’re often expensive and/or less reliable.


    Beyond Energy Poverty: Energy Decadence


    It’s now widely acknowledged that these 3 billion people in the developing world are living in “energy poverty.” [7] [8] In 2011, the United Nations and the World Bank launched the Sustainable Energy for All (SE4ALL) initiative, which aims to “ensure universal access to modern energy services” by 2030. Energy poverty has also gained attention in developed countries, where it is mainly focused on inadequate space heating. A 2015 study found that up to 54 million Europeans are not able to adequately heat their homes in winter. [9] The European Commission launched the Energy Poverty Observatory in 2017, which will conduct research and provide guidelines to national governments for setting up measures to address fuel poverty. [8]


    However, while it’s recognized that part of the global population is using not enough energy, there is not the same discussion of people who are using too much energy. [2] [10] [11] Nevertheless, solving the tension between demand reduction and energy poverty can only happen if those who use “too much” reduce their energy use. Bringing the rest of the world up to the living standards and energy use of rich countries — the implicit aim of “human development” — would solve the problem of inequality, but it’s not compatible with the environmental problems we face.


    Based on the figures given above, if every human on Earth would use as much energy as the average Western European or North American, total world energy use and carbon emissions would be at least two to four times higher than they are today. This is an underestimation, because to achieve the same living standards developing countries first need to build an infrastructure — roads, electricity grids, etcetera — to make this possible, which also requires a lot of energy. [12]


    Consequently, whilst much work has been done around fuel poverty, there is a parallel debate to be had about “energy decadence” or “energy excess.” [2] The quest for “energy sufficiency” — a level of energy use that is both fair and sustainable — should involve not only “floors” (enough for a necessary purpose) but also “ceilings” (too much for safety and welfare, in the short or long term). [13] Otherwise, we would be mortgaging the health of future generations to realize development gains in the present. [14]


    Calculating Floors and Ceilings


    How do we define energy decadence? How much is “too much” energy use? To a large extent, we can build upon decades of research into energy poverty, which has measured the components of a minimum acceptable standard of living. [14] For example, the Millenium Project of the UN Development Program establishes a minimum level of 500 kgoe per person per year — an amount of energy that is almost four times below the world average. [15]


    Some researchers have addressed energy decadence in a similar way, calculating a maximum acceptable standard of living. For example, the Swiss Federal Institute of Technology proposed the 2,000 watt society, which implies a worldwide energy use per capita of per 1,500 kgoe per year, while the Global Commons Institute’s Contraction and Convergence proposal limits energy use to 1,255 kgoe per person per year. [10] [13] [16] These levels of energy use per capita correspond to a reduction of 20–35 percent below the world average today.


    Because energy poverty research only investigates “floors” and not “ceilings” of energy use, minimum energy levels are calculated from the bottom-up. Researchers investigate how much energy is required to live a decent life, based on a set of goods and services that are considered essential.


    On the other hand, maximum energy levels — above which energy use is considered to be excessive and unsustainable — are calculated from the top down. Researchers determine a “safe” level of global energy use based on some indicator of the carrying capacity of the planet — such as a level of carbon emissions that is thought to keep global warming within certain limits — and divide it by the world population.


    Between the upper boundary set by the carrying capacity of the planet, and a lower boundary set by decent levels of wellbeing for all lies a band of sustainable energy use, situated somewhere between energy poverty and energy decadence. [14] These boundaries not only imply that the rich lower their energy use, but also that the poor don’t increase their energy use too much. However, there is no guarantee that the maximum levels are in fact higher than the minimum levels.


    When a minimum level of energy use is calculated from the bottom-up, it remains to be seen if this level can be maintained without destroying the environment. On the other hand, if a maximum level of energy use per capita is calculated from the top down, it remains to be seen if this “safe” level of energy use is sufficient to live a decent life. If the “floor” is higher than the “ceiling,” the conclusion would be that sustainable wellbeing for all is simply impossible.


    To make matters worse, defining minimum and maximum levels is fraught with difficulty. On the one hand, when calculating from the top down, there’s no agreement about the carrying capacity of the planet, whether it concerns a safe concentration of carbon in the atmosphere, the remaining fossil fuel reserves, the measurements of ecological damage, or the impact of renewable energy, advances in energy efficiency, and population growth. On the other hand, for those taking a bottom-up approach, defining what constitutes a “decent” life is just as debatable.


    Needs and Wants


    The minimum and maximum levels of energy use mentioned above are meant to be universal: every world citizen is entitled to the same amount of energy. However, although distributing energy use equally across the global population may sound fair, in fact the opposite is true. The amount of energy that people “need” is not only up to them. It also depends on the climate (people living in cold climates will require more energy for heating than those living in warm climates), the culture (the use of air conditioning in the US versus the siesta in Southern Europe), and the infrastructure (cities that lack public transport and cycling facilities force people into cars).


    Differences in energy efficiency can also have a significant impact on the “need” for energy. For example, a traditional three-stone cooking fire is less energy efficient than a modern gas cooking stove, meaning that the use of the latter requires less energy to cook a similar meal. It’s not only the appliances that determine how much energy is needed, but also the infrastructure: if electricity production and transmission have relatively poor efficiency, people need more primary energy, even if they use the same amount of electricity at home.


    To account for all these differences, most researchers approach the diagnosis of energy poverty by focusing on “energy services,” not on a particular level of energy use. [17] People do not demand energy or fuel perse — what they need are the services that energy provides. For example, when it comes to lighting, people do not need a particular amount of energy but an adequate level of light depending on what they are doing.


    An example of this service-based approach is NGO Practical Action’s Total Energy Access (TEA) indicator, which was launched in 2010. [17] [18] The TEA measures households in developing countries against prescribed minimum services standards for lighting, cooking and water heating, space heating, space and food cooling, and information and communication services. For example, the minimum level for lighting in households is 300 lumens, and Practical Action provides similar standards for other energy services, not only in households but also in work environments and community buildings.


    Some energy poverty indicators go one step further still. They don’t specify energy services, but basic human needs or capabilities (depending on the theory). In these modes, basic needs or capabilities are considered to be universal, but the means to achieve them are considered geographically and culturally specific. [10] [17] The focus of these needs-based indicators is on measuring the conditions of human well-being, rather than on specifying the requirements for achieving these outcomes. [19] Examples of human basic needs are clean water and nutrition, shelter, thermal comfort, a non-threatening environment, significant relationships, education and healthcare.


    Basic needs are considered to be universal, objective, non-substitutable (for example, insufficient food intake cannot be solved by increasing dwelling space, or the other way around), cross-generational (the basic needs of future generations of humans will be the same as those of present generations), and satiable (the contribution of water, calories, or dwelling space to basic needs can be satiated). This means that thresholds can be conceived where serious harm is avoided. “Needs” can be distinguished from “wants,” which are subjective, evolving over time, individual, substitutable and insatiable. Focusing on basic needs in this way makes it possible to distinguish between “necessities” and “luxuries,” and to argue that human needs, present and future, trump present and future “wants.” [14] [17]


    Change over Time: Increasing Dependency on Energy


    Focusing on energy services or basic needs can help to specify maximum levels of energy use. Instead of defining minimum energy service levels (such as 300 lumens of light per household), we could define maximum energy services levels (say 2,000 lumens of light per household). These energy service levels could then be combined to calculate maximum energy use levels per capita or household. However, these would be valid only in specific geographical and cultural contexts, such as countries, cities, or neighbourhoods — and not universally applicable. Likewise, we could define basic needs and then calculate the energy that is required to meet them in a specific context.


    However, the focus on energy services or basic needs also reveals a fundamental problem. If the goods and services necessary for a decent life free from poverty are seen not as universally applicable, but as relative to the prevailing standards and customs of a particular society, it becomes clear that such standards evolve over time as technology and customary ways of life change. [11] Change over time, especially since the twentieth century, reveals an escalation in conventions and standards that result in increasing energy consumption. The “need satisfiers” have become more and more energy-intensive, which has made meeting basic needs as problematic as fulfilling “wants.”


    Energy poverty research in industrial countries shows that the minimum energy level required to meet basic needs is constantly on the rise. [11] [20] [21] What is sufficient today is not necessarily sufficient tomorrow. For example, several consumer goods which did not exist in the 1980s, such as mobile phones, personal computers, and internet access, were seen as absolute necessities by 40–41 percent of the UK public in 2012. [20]


    Other technologies that are now considered to be minimal requirements have gone through a similar evolution. For example, central heating and daily hot showers are only a few decades old, but these technologies are now considered to be an essential need by a majority of people in industrialized countries. [22]


    In fact, these days in the industrial world, even the energy poor are living above the carrying capacity of the planet. For example, if the entire UK population were to live according to the minimum energy budget that has been determined in workshops with members of the public, then (consumption-based) emissions per capita would only decrease from 11.8 to 7.3 tons per person, while the UN Development Program’s target to limit the increase in average world temperature is less than two tons of carbon per person per year. [14] In short, the “floor” is three times higher than the “ceiling.”


    Challenging Needs and Wants


    “By equating what is “required” with what is “normal,” write UK energy poverty researchers, “we actively support escalating expectations of need, which runs counter to objectives like those of reducing energy demand… To achieve demand reduction entails challenging embedded norms rather than following them.” [11] In other words, we can only solve energy poverty and energy decadence if we manage to decouple human need satisfaction from energy intensive “need satisfiers.” [21]


    One way to do that is by increasing energy efficiency. In a 1985 paper called Basic needs and much more with one kilowatt per capita, researchers argue that the amount of energy needed to avoid energy poverty will decline thanks to continuing improvements in energy efficiency — from 750 kgoe per capita per year in 1985 to only 570 kgoe in 2030. [23]


    In reality, this is not what is happening, because efficiency gains are continually matched by more energy-intensive ways of life. However, if this trend could be halted or even reversed, advances in energy efficiency would allow us to live increasingly low energy lives. For example, to produce the 300 lumens that Practical Action considers the minimum level for lighting, a LED-light requires six times less electricity than an incandescent light bulb.


    More importantly, basic needs can be met with different means, and the relative necessity of some energy services could and should be questioned. This approach can be labeled “sufficiency.” Energy services could be reduced (smaller TVs or lighter and slower cars, or less TV watching and car driving) or replaced by less energy-intensive ones (using a bicycle instead of a car, buying more fresh instead of frozen food, playing boardgames instead of watching television).


    Substitution can also involve community services. In principle, public service delivery could bring economies of scale and thus reduce the energy involved in providing many household services: public transport, public bathing houses, community kitchens, laundrettes, libraries, internet cafés, public telephone boxes, and home delivery services are just some examples. [24] [25]


    Combining sufficiency with efficiency measures, German researchers calculated that the typical electricity use of a two-person household could be lowered by 75 percent, without reverting to drastic lifestyle changes such as washing clothes by hand or generating power with excercise machines. [25] Although this only concerns a part of total energy demand, reducing electricity use in the household also leads to reductions in energy use for manufacturing and transportation.


    If we assume that similar reductions are possible in other domains, then the German households considered here could do with roughly 800 kgoe per capita per year, four times below the average energy use per head in Europe. This suggests that a modern life is compatible with much lower energy demand, at least when we assume that a reduction of 75 percent in energy use would be enough to stay within the carrying capacity of the planet. ←


    This article was originally written for The DEMAND Centre (www.demand.ac.uk).
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          Families pose outside their homes showing everything they own. “Family stuff”, courtesy of Huang Qingjun.
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    Bedazzled by Energy Efficiency


    To focus on energy efficiency is to make present ways of life non-negotiable.


    To focus on energy efficiency is to make present ways of life non-negotiable. However, transforming present ways of life is key to mitigating climate change and decreasing our dependence on fossil fuels.


    Energy Efficiency Policy


    Energy efficiency is a cornerstone of policies to reduce carbon emissions and fossil fuel dependence in the industrialized world. For example, the European Union (EU) has set a target of achieving 20 percent energy savings through improvements in energy efficiency by 2020, and 30 percent by 2030. Measures to achieve these EU goals include mandatory energy efficiency certificates for buildings, minimum efficiency standards and labelling for a variety of products such as boilers, household appliances, lighting and televisions, and emissions performance standards for cars. [1]


    The EU has the world’s most progressive energy efficiency policy, but similar measures are now applied in many other industrialized countries, including China. On a global scale, the International Energy Agency (IEA) asserts that “energy efficiency is the key to ensuring a safe, reliable, affordable and sustainable energy system for the future.” [2] In 2011, the organization launched its 450 scenario, which aims to limit the concentration of CO2 in the atmosphere to 450 parts per million. Improved energy efficiency accounts for 71 percent of projected carbon reductions in the period to 2020, and 48 percent in the period to 2035. [2] [3]


    What Are the Results?


    Do improvements in energy efficiency actually lead to energy savings? At first sight, the advantages of efficiency seem to be impressive. For example, the energy efficiency of a range of domestic appliances covered by the EU directives has improved significantly over the last 15 years. Between 1998 and 2012, fridges and freezers became 75 percent more energy efficient, washing machines 63 percent, laundry dryers 72 percent, and dishwashers 50 percent. [4]


    However, energy use in the EU-28 in 2015 was only slightly below the energy use in 2000 (1,627 Mtoe compared to 1.730 Mtoe, or million tons of oil equivalents). Furthermore, there are several other factors that may explain the (limited) decrease in energy use, like the 2007 economic crisis. Indeed, after decades of continuous growth, energy use in the EU decreased slightly between 2007 and 2014, only to go up again in 2015 and 2016 when economic growth returned. [1]


    On a global level, energy use keeps rising at an average rate of 2.4 percent per year. [3] This is double the rate of population growth, while close to half of the global population has limited or no access to modern energy sources. [5] In industrialized (OECD) countries, energy use per head of the population doubled between 1960 and 2007. [6]


    Rebound Effects?


    Why is it that advances in energy efficiency do not result in a reduction of energy demand? Most critics focus on so-called “rebound effects,” which have been described since the nineteenth century. [7] According to the rebound argument, improvements in energy efficiency often encourage greater use of the services which energy helps to provide. [8] For example, the advance of solid state lighting (LED), which is six times more energy efficient than old-fashioned incandescent lighting, has not led to a decrease in energy demand for lighting. Instead, it resulted in six times more light. [9]


    In some cases, rebound effects may be sufficiently large to lead to an overall increase in energy use. [8] For example, the improved efficiency of microchips has accelerated the use of computers, whose total energy use now exceeds the total energy use of earlier generations of computers which had less energy efficient microchips. Energy efficiency advances in one product category can also lead to increased energy use in other product categories, or lead to the creation of an entirely new product category.


    For example, LED-screens are more energy efficient than LCD-screens, and could therefore reduce the energy use of televisions. However, they also led to the arrival of digital billboards, which are enormous power hogs in spite of their energy efficient components. [10] Finally, money saved through improvements in energy efficiency can also be spent on other energy-intensive goods and services, which is a possibility usually referred to as an indirect rebound effect.


    Beyond the Rebound Argument


    Rebound effects are ignored by the EU and the IEA, and this might partly explain why the results fall short of the projections. Among academics, the magnitude of the rebound effect is hotly debated. While some argue that “rebound effects frequently offset or even eliminate the energy savings from improved efficiency,” [3] others maintain that rebound effects “have become a distraction” because they are relatively small: “behavioral responses shave 5–30 percent of intended energy savings, reaching no more than 60 percent when combined with macro-economic effects — energy efficiency does save energy.” [11]


    Those who downplay rebound effects attribute the lack of results to the fact that we don’t try hard enough: “many opportunities for improving energy efficiency still go wasted.” [11] Others are driven by the goal of improving energy efficiency policy. One response is to suggest that the frame of reference be expanded and that analysts should consider the efficiency not of individual products but of entire systems or societies. In this view, energy efficiency is not framed holistically enough, nor given sufficient context. [12] [13]


    However, a few critics go one step further. In their view, energy efficiency policy cannot be fixed. The problem with energy efficiency, they argue, is that it establishes and reproduces ways of life that are not sustainable in the long run. [12] [14]


    A Parellel Universe


    Rebound effects are often presented as “unintended” consequences, but they are the logical outcome of the abstraction that is required to define and measure energy efficiency. According to Loren Lutzenhiser, a researcher at Portland State University in the US, energy efficiency policy is so abstracted from the everyday dynamics of energy use that it operates in a “parallel universe.” [14] In a more recent paper, What is wrong with energy efficiency?, UK researcher Elizabeth Shove unravels this “parallel universe,” concluding that efficiency policies are “counter-productive” and “part of the problem.” [12]


    To start with, the parallel universe of energy efficiency interprets “energy savings” in a peculiar way. When the EU states that it will achieve 20 percent “energy savings” by 2020, “energy savings” are not defined as a reduction in actual energy consumption compared to present or historical figures. Indeed, such a definition would show that energy efficiency doesn’t reduce energy use at all. Instead, the “energy savings” are defined as reductions compared to the projected energy use in 2020. These reductions are measured by quantifying “avoided energy” — the energy resources not used because of advances in energy efficiency.


    Even if the projected “energy savings” were to be fully realized, they would not result in an absolute reduction in energy demand. The EU argues that advances in energy efficiency will be “roughly equivalent to turning off 400 power stations,” but in reality no single power station will be turned off in 2020 because of advances in energy efficiency. Instead, the reasoning is that Europe would have needed to build an extra 400 power stations by 2020, were it not for the increases in energy efficiency.


    In taking this approach, the EU treats energy efficiency as a fuel, “a source of energy in its own right.” [15] The IEA goes even further when it claims that “energy avoided by IEA member countries in 2010 (generated from investments over the preceding 1974 to 2010 period), was larger than actual demand met by any other supply side resource, including oil, gas, coal and electricity,” thus making energy efficiency “the largest or first fuel.” [16] [12]


    Measuring Something that Doesn’t Exist


    Treating energy efficiency as a fuel and measuring its success in terms of “avoided energy” is pretty weird. For one thing, it is about not using a fuel that does not exist. [14] Furthermore, the higher the projected energy use in 2030, the larger the “avoided energy” would be. On the other hand, if the projected energy use in 2030 were to be lower than present-day energy use (we reduce energy demand), the “avoided energy” becomes negative.


    An energy policy that seeks to reduce greenhouse gas emissions and fossil fuel dependency must measure its success in terms of lower fossil fuel consumption. [17] However, by measuring “avoided energy,” energy efficiency policy does exactly the opposite. Because projected energy use is higher than present energy use, energy efficiency policy takes for granted that total energy consumption will keep rising.


    That other pillar of climate change policy — the decarbonization of the energy supply by encouraging the use of renewable energy power plants — suffers from similar defects. Because the increase in total energy demand outpaces the growth in renewable energy, solar and wind power plants are in fact not decarbonising the energy supply. They are not replacing fossil fuel power plants, but are helping to accommodate the ever growing demand for energy. Only by introducing the concept of “avoided emissions” can renewables be presented as having something of the desired effect. [18]


    What is it That is Efficient?


    In What is wrong with energy efficiency?, Elizabeth Shove demonstrates that the concept of energy efficiency is just as abstract as the concept of “avoided energy.” Efficiency is about delivering more services (heat, light, transportation,…) for the same energy input, or the same services for less energy input. Consequently, a first step in identifying improvements depends on specifying “service” (what is it that is efficient?) and on quantifying the amount of energy involved (how is “less energy” known?). Setting a reference against which “energy savings” are measured also involves specifying temporal boundaries (where does efficiency start and end?). [12]


    Shove’s main argument is that setting temporal boundaries (where does efficiency start and end?) automatically specifies the “service” (what is it that is efficient?), and the other way around. That’s because energy efficiency can only be defined and measured if it is based on equivalence of service. Shove focuses on home heating, but her point is valid for all other technology. For example, in 1985, the average passenger plane used 8 liters of fuel to transport one passenger over a distance of 100 km, a figure that came down to 3.7 liters today.


    Consequently, we are told that airplanes have become twice as efficient. However, if we make a comparison in fuel use between today and 1950, instead of 1985, airplanes do not use less energy at all. In the 1960s, propeller aircraft were replaced by jet aircraft, which are twice as fast but initially consumed twice as much fuel. Only fifty years later, the jet airplane became as “energy efficient” as the last propeller planes from the 1950s. [19]


    What then is a meaningful timespan over which to compare efficiencies? Should propeller planes be taken into account, or should they be ignored? The answer depends on the definition of equivalent service. If the service is defined as “flying,” then propeller planes should be included. But, if the energy service is defined as “flying at a speed of roughly 1,000 km/h,” we can discard propellers and focus on jet engines. However, the latter definition assumes a more energy-intensive service.


    If we go back even further in time, for example to the early twentieth century, people didn’t fly at all and there’s no sense in comparing fuel use per passenger per kilometer. Similar observations can be made for many other technologies or services that have become “more energy efficient.” If they are viewed in a larger historical context, the concept of energy efficiency completely disintegrates because the services are not at all equivalent.


    Often, it’s not necessary to go back very far to prove this. For example, when the energy efficiency of smartphones is calculated, the earlier generation of much less energy demanding “dumbphones” is not taken into account, although they were common less than a decade ago.


    How Efficient is a Clothesline?


    Because of the need to compare “like with like” and establish equivalent of service, energy efficiency policy ignores many low energy alternatives that often have a long history but are still relevant in the context of climate change.


    For example, the EU has calculated that energy labels for tumble driers will be able to “save up to 3.3 Twh of electricity by 2020, equivalent to the annual energy consumption of Malta.” [20]. But how much energy use would be avoided if by 2020 every European would use a clothesline instead of a tumble drier? Don’t ask the EU, because it has not calculated the avoided energy use of clotheslines.


    Neither do the EU or the IEA measure the energy efficiency and avoided energy of bicycles, hand powered drills, or thermal underwear. Nevertheless, if clotheslines would be taken seriously as an alternative, then the projected 3.3 TWh of energy “saved” by more energy efficient tumble driers can no longer be considered “avoided energy,” let alone a fuel. In a similar way, bicycles and clothing undermine the very idea of calculating the “avoided energy” of more energy efficient cars and central heating boilers.


    Unsustainable Concepts of Service


    The problem with energy efficiency policies, then, is that they are very effective in reproducing and stabilising essentially unsustainable concepts of service. [12] Measuring the energy efficiency of cars and tumble driers, but not of bicycles and clotheslines, makes fast but energy-intensive ways of travel or clothes drying non-negotiable, and marginalises much more sustainable alternatives. According to Shove:


    Programmes of energy efficiency are politically uncontroversial precisely because they take current interpretations of “service” for granted… The unreflexive pursuit of efficiency is problematic not because it doesn’t work or because the benefits are absorbed elsewhere, as the rebound effect suggests, but because it does work — via the necessary concept of equivalence of services — to sustain, perhaps escalate, but never undermine… increasingly energy intensive ways of life. [12]


    Indeed, the concept of energy efficiency easily accommodates further growth of energy services. All future novelties can be subjected to an efficiency approach. For example, if patio heaters and monsoon showers become “normal,” they could be incorporated in existing energy efficiency policy — and when that happens, the problem of their energy use is considered to be under control. At the same time, defining, measuring and comparing the efficiency of patio heaters and monsoon showers helps make them more “normal.” As a bonus, adding new products to the mix will only increase the energy use that is “avoided” through energy efficiency.


    In short, neither the EU nor the IEA capture the “avoided energy” generated by doing things differently, or by not doing them at all — while these arguably have the largest potential to reduce energy demand. [12] Since the start of the Industrial Revolution, there has been a massive expansion in the uses of energy and in the delegation of human to mechanical forms of power. But although these trends are driving the continuing increase in energy demand, they cannot be measured through the concept of energy efficiency.


    As Shove demonstrates, this problem cannot be solved, because energy efficiency can only be measured on the basis of equivalent service. Instead, she argues that the challenge is “to debate and extend meanings of service and explicitly engage with the ways in which these evolve.” [12]


    Towards an Energy Inefficiency Policy?


    There are several ways to escape from the parallel universe of energy efficiency. First, while energy efficiency hinders significant long term reduction in energy demand through the need for equivalence of service, the opposite also holds true — making everything less energy efficient would reverse the growth in energy services and reduce energy demand.


    For example, if we were to install 1960s internal combustion engines into modern SUVs, fuel use per kilometer driven would be much higher than it is today. Few people would be able or willing to afford to drive such cars, and they would have no other choice but to switch to a much lighter, smaller and less powerful vehicle, or to drive less.


    Likewise, if an “energy inefficiency policy” were to mandate the use of inefficient central heating boilers, heating large homes to present-day comfort standards would be unaffordable for most people. They would be forced to find alternative solutions to achieve thermal comfort, for instance heating only one room, dressing more warmly, using personal heating devices, or moving to a smaller home.


    Recent research into the heating of buildings confirms that inefficiency can save energy. A German study examined the calculated energy performance ratings of 3,400 homes and compared these with the actual measured consumption. [21] In line with the rebound argument, the researchers found that residents of the most energy efficient homes (75 kWh/m2/yr) use on average 30 percent more energy than the calculated rating. However, for less energy efficient homes, the opposite — “pre-bound”— effect was observed: people use less energy than the models had calculated, and the more inefficient the dwelling is, the larger this gap becomes. In the most energy inefficient dwellings (500 kWh/m2/yr), energy use was 60 percent below the predicted level.


    From Efficiency to Sufficiency?


    However, while abandoning — or reversing — energy efficiency policy would arguably bring more energy savings than continuing it, there is another option that’s more attractive and could bring even larger energy savings. For an effective policy approach, efficiency can be complemented by or perhaps woven into a “sufficiency” strategy. Energy efficiency aims to increase the ratio of service output to energy input while holding the output at least constant. Energy sufficiency, by contrast, is a strategy that aims to reduce the growth in energy services. [4] In essence, this is a return to the “conservation” policies of the 1970s. [14]


    Sufficiency can involve a reduction of services (less light, less travelling, less speed, lower indoor temperatures, smaller houses), or a substitution of services (a bicycle instead of a car, a clothesline instead of a tumble drier, thermal underclothing instead of central heating). Unlike energy efficiency, the policy objectives of sufficiency cannot be expressed in relative variables (like kWh/m2/year). Instead, the focus is on absolute variables, such as reductions in carbon emissions, fossil fuel use, or oil imports. [17] Unlike energy efficiency, sufficiency cannot be defined and measured by examining a single product type, because sufficiency can involve various forms of substitution. [22] Instead, a sufficiency policy is defined and measured by looking at what people actually do.


    A sufficiency policy could be developed without a parallel efficiency policy, but combining them could bring larger energy savings. The key step here is to think of energy efficiency as a means rather than an end in itself, argues Shove. [12] For example, imagine how much energy could be saved if we would use an energy efficient boiler to heat just one room to 16 degrees, if we install an energy efficient engine in a much lighter vehicle, or if we combine an energy saving shower design with fewer and shorter showers. Nevertheless, while energy efficiency is considered to be a win-win strategy, to develop the concept of sufficiency as a significant force in policy is to make normative judgments: so much consumption is enough, so much is too much. [23] This is sure to be controversial, and it risks being authoritarian, at least as long as there is a cheap supply of fossil fuels. ←
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    How to Run the Economy on the Weather


    


    Adjusting energy demand to supply would make switching to renewable energy much more realistic than it is today.


    Before the Industrial Revolution, people adjusted their energy demand to a variable energy supply. Our global trade and transport system — which relied on sail boats — operated only when the wind blew, as did the mills that supplied our food and powered many manufacturing processes.


    The same approach could be very useful today, especially when improved by modern technology. In particular, factories and cargo transportation — such as ships and even trains — could be operated only when renewable energy is available. Adjusting energy demand to supply would make switching to renewable energy much more realistic than it is today.


    Renewable Energy in Pre-Industrial Times


    Before the Industrial Revolution, both industry and transportation were largely dependent on intermittent renewable energy sources. Water mills, windmills and sailing boats have been in use since Antiquity, but the Europeans brought these technologies to full development from the 1400s onwards.


    At their peak, right before the Industrial Revolution took off, there were an estimated 200,000 wind powered mills and 500,000 water powered mills in Europe. Initially, water mills and windmills were mainly used for grinding grain, a laborious task that had been done by hand for many centuries, first with the aid of stones and later with a rotary hand mill.


    However, soon water and wind powered mills were adapted to industrial processes like sawing wood, polishing glass, making paper, boring pipes, cutting marble, slitting metal, sharpening knives, crushing chalk, grinding mortar, making gunpowder, minting coins, and so on. [1] [3] Wind and water mills also processed a host of agricultural products. They were pressing olives, hulling barley and rice, grinding spices and tobacco, and crushing linseed, rapeseed and hempseed for cooking and lighting.


    So-called “industrial water mills” had been used in Antiquity and were widely adopted in Europe by the fifteenth century, but “industrial windmills” appeared only in the 1600s in the Netherlands, a country that took wind power to the extreme. The Dutch even applied wind power to reclaim land from the sea, and the whole country was kept dry by intermittently operating wind mills until 1850. [3]


    The use of wind power for transportation — in the form of the sailboat — also boomed from the 1500s onwards, when Europeans “discovered” new lands. Wind powered transportation supported a robust, diverse and ever expanding international trading system in both bulk goods (such as grain, wine, wood, metals, ceramics, and preserved fish), luxury items (such as precious metals, furs, spices, ivory, silks, and medicin) and human slaves. [4]


    Even though it relied on intermittent wind sources, international trade was crucial to many European economies. For example, the Dutch shipbuilding industry, which was centered around some 450 wind-powered saw mills, imported virtually all its naval stores from the Baltic: wood, tar, iron, hemp and flax. Even the food supply could depend on wind-powered transportation. Towards the end of the 1500s, the Dutch imported two thousand shiploads of grain per year from Gdansk. [4] Sailboats were also important for fishing.


    Dealing with Intermittency in Pre-Industrial Times


    Although variable renewable energy sources were critical to European society for some 500 years before fossil fuels took over, there were no chemical batteries, no electric transmission lines, and no balancing capacity of fossil fuel power plants to deal with the variable energy output of wind and water power. So, how did our ancestors deal with the large variability of renewable power sources?


    To some extent, they were counting on technological solutions to match energy supply to energy demand, just as we do today. The water level in a river depends on the weather and the seasons. Boat mills and bridge mills were among the earliest technological fixes to this problem. They went up and down with the water level, which allowed them to maintain a more predictable operating regime. [1] [2]


    However, water power could also be stored for later use. Starting in the middle ages, dams were built to create mill ponds, a form of energy storage that’s similar to today’s hydropower reservoirs. The storage reservoirs evened out the flow of streams and insured that water was available when it was needed. [2] [5]


    But rivers could still dry out or freeze over for prolonged periods, rendering dams and adjustable water wheels useless. Furthermore, when one counted on windmills, no such technological fixes were available. [3] [6] [7]


    A technological solution to the intermittency of both water and wind power was the “beast mill” or “horse mill.” [8] In contrast to wind and water power, horses, donkeys or oxen could be counted on to supply power whenever it was required. However, beast mills were expensive and energy inefficient to operate: feeding a horse required a land area capable of feeding eight humans. [9] Consequently, the use of animal power in large-scale manufacturing processes was rare. Beast mills were mostly used for the milling of grain or as a power source in small workshop settings, using draft animals. [1]


    Obviously, beast mills were not a viable backup power source for sailing ships either. In principle, sailing boats could revert to human power when wind was not available. However, a sufficiently large rowing crew needed extra water and food, which would have limited the range of the ship, or its cargo capacity. Therefore, rowing was mainly restricted to battleships and smaller boats.


    Adjusting Demand to Supply: Factories


    Because of their limited technological options for dealing with the variability of renewable energy sources, our ancestors mainly resorted to a strategy that we have largely forgotten about: they adapted their energy demand to the variable energy supply. In other words, they accepted that renewable energy was not always available and acted accordingly. For example, windmills and sailboats were simply not operated when there was no wind.


    In industrial windmills, work was done whenever the wind blew, even if that meant that the miller had to work night and day, taking only short naps. For example, a document reveals that at the Union Mill in Cranbrook, England, the miller once had only three hours sleep during a windy period lasting 60 hours. [3] A 1957 book about windmills, partly based on interviews with the last surviving millers, reveals the urgency of using wind when it was available:


    Often enough when the wind blew in autumn, the miller would work from Sunday midnight to Tuesday evening, Wednesday morning to Thursday night, and Friday morning to Saturday midnight, taking only a few snatches of sleep; and a good windmiller always woke up in bed when the wind rose, getting up in the middle of the night to set the mill going, because the wind was his taskmaster and must be taken advantage of whenever it blew. Many a village has at times gone short of wheaten bread because the local mill was becalmed in a waterless district before the invention of the steam engine; and barley-meal bread or even potato bread had to suffice in the crisis of a windless autumn. [10]


    In earlier, more conservative times, the miller was punished for working on Sunday, but he didn’t always care. When a protest against Sunday work was made to Mr. Wade of Wicklewood towermill, Norfolk, he retorted: “If the Lord is good enough to send me wind on a Sunday, I’m going to use it.” [11] On the other hand, when there was no wind, millers did other work, like maintaining their machinery, or took time off. Noah Edwards, the last miller of Arkley tower mill, Hertfordshire, would “sit on the fan stage of a fine evening and play his fiddle.” [11]


    Adjusting Demand to Supply: Sailboats


    A similar approach existed for overseas travel, using sail boats. When there was no wind, sailors stayed ashore, maintained and repaired their ships, or did other things. They planned their trips according to the seasons, making use of favourable seasonal winds and currents. Winds at sea are not only much stronger than those over land, but also more predictable.


    The lower atmosphere of the planet is encircled by six major wind belts, three in each hemisphere. From Equator to poles these “prevailing winds” are the trade winds, the westerlies, and the easterlies. The six wind belts move north in the northern summer and south in the northern winter. Five major sea current gyres are correlated with the dominant wind flows.


    Gradually, European sailors deciphered the global pattern of winds and currents and took full advantage of them to establish new sea routes all over the world. By the 1500s, Christopher Columbus had figured out that the combination of trade winds and westerlies enabled a round-trip route for sailing ships crossing the Atlantic Ocean.


    The trade winds reach their northernmost latitude at or after the end of the northern summer, bringing them in reach of Spain and Portugal. These summer trade winds made it easy to sail from Southern Europe to the Caribbean and South America, because the wind was blowing in that direction along the route.


    Taking the same route back would be nearly impossible. However, Iberian sailors first sailed north to catch the westerlies, which reach their southernmost location at or after the end of winter and carried the sailors straight back to Southern Europe. In the 1560s, Basque explorer Andrés de Urdaneta discovered a similar round-trip route in the Pacific Ocean. [12]


    The use of favourable winds made the travel times of sailboats relatively predictable. Ocean Passages for the World mentions that typical passage times from New York to the English Channel for a mid-19th to early 20th century sailing vessel was 25 to 30 days. From 1818 to 1832, the fastest crossing was 21 days, the slowest 29 days.[13]


    The journey from the English Channel to New York took 35–40 days in winter and 40–50 days in summer. To Cape Town, Melbourne, and Calcutta took 50–60 days, 80–90 days, and 100–120 days, respectively. [13] These travel times are double to triple those of today’s container ships, which vary their speed based on oil prices and economic demand.


    Old Approach, New Technology


    As a strategy to deal with variable energy sources, adjusting energy demand to renewable energy supply is just as valuable a solution today as it was in pre-industrial times. However, this does not mean that we need to go back to pre-industrial means. We have better technology available, which makes it much easier to synchronise the economic demands with the vagaries of the weather.


    In the following paragraphs, I investigate in more detail how industry and transportation could be operated on variable energy sources alone, and demonstrate how new technologies open new possibilities. I then conclude by analysing the effects on consumers, workers, and economic growth.


    Industrial Manufacturing


    On a global scale, industrial manufacturing accounts for nearly half of all energy end use. Many mechanical processes that were run by windmills are still important today, such as sawing, cutting, boring, drilling, crushing, hammering, sharpening, polishing, milling, turning, and so on. All these production processes can be run with an intermittent power supply.


    The same goes for food production processes (mincing, grinding or hulling grains, pressing olives and seeds), mining and excavation (picking and shovelling, rock and ore crushing), or textile production (fulling cloth, preparing fibers, knitting and weaving). In all these examples, intermittent energy input does not affect the quality of the production process, only the production speed.


    Running these processes on variable power sources has become a lot easier than it was in earlier times. For one thing, wind power plants are now completely automated, while the traditional windmill required constant attention. [14]


    However, not only are wind turbines (and water turbines) more practical and powerful than in earlier times, we can now make use of solar energy to produce mechanical energy. This is usually done with solar photovoltaic (PV) panels, which convert sunlight into electricity to run an electric motor.


    Consequently, a factory that requires mechanical energy can be run on a combination of wind and solar power, which increases the chances that there’s sufficient energy to run its machinery. The ability to harvest solar energy is important because it’s by far the most widely available renewable power source. Most of the potential capacity for water power is already taken. [15]


    Thermal Energy


    Another crucial difference with pre-industrial times is that we can apply the same strategy to basic industrial processes that require thermal energy instead of mechanical energy. Heat dominates industrial energy use, for instance, in the making of chemicals or microchips, or in the smelting of metals.


    In pre-industrial times, manufacturing processes that required thermal energy were powered by the burning of biomass, peat and/or coal. The use of these energy sources caused grave problems, such as large-scale deforestation, loss of land, and air pollution. Although solar energy was used in earlier times, for instance, to evaporate salt along seashores, to dry crops for preservation, or to sunbake clay bricks, its use was limited to processes that required relatively low temperatures.


    Today, renewable energy other than biomass can be used to produce thermal energy in two ways. First, we can use wind turbines, water turbines or solar PV panels to produce electricity, which can then be used to produce heat by electrical resistance. This was not possible in pre-industrial times, because there was no electricity.


    Second, we can apply solar heat directly, using water-based flat plate collectors or evacuated tube collectors, which collect solar radiation from all directions and can reach temperatures of 120 degrees celsius. We also have solar concentrator collectors, which track the sun, concentrate its radiation, and can generate temperatures high enough to melt metals or produce microchips and solar cells. These solar technologies only became available in the late 19th century, following advances in the manufacturing of glass and mirrors.


    Limited Energy Storage


    Running factories on variable power sources doesn’t exclude the use of energy storage or a backup of dispatchable power plants. Adjusting demand to supply should take priority, but other strategies can play a supportive role. First, energy storage or backup power generation capacity could be useful for critical production processes that can’t be halted for prolonged periods, such as food production.


    Second, short-term energy storage is also useful to run production processes that are disadvantaged by an intermittent power supply. [16] Third, short-term energy storage is crucial for computer-controlled manufacturing processes, allowing these to continue operating during short interruptions in the power supply, and to shut down safely in case of longer power cuts. [17]


    Compared to pre-industrial times, we now have more and better energy storage options available. For example, we can use biomass as a backup power source for mechanical energy production, something pre-industrial millers could not do — before the arrival of the steam engine, there was no way of converting biomass into mechanical energy.


    We also have chemical batteries, and we have low-tech systems like flywheels, compressed air storage, hydraulic accumulators, and pumped storage plants. Heat energy can be stored in well-insulated water reservoirs (up to 100 degrees) or in salt, oil or ceramics (for much higher temperatures). All these storage solutions would fail for some reason or another if they were tasked with storing a large share of renewable energy production. However, they can be very useful on a smaller scale in support of demand adjustment.


    The New Age of Sail


    Cargo transportation is another candidate for using renewable power when it’s available. This is most obvious for shipping. Ships still carry about 90 percent of the world’s trade, and although shipping is the most energy efficient way of motorized transportation per ton-kilometer, total energy use is high and today’s oil powered vessels are extremely polluting.


    A common high-tech idea is to install wind turbines off-shore, convert the electricity they generate into hydrogen, and then use that hydrogen to power seagoing vessels. However, it’s much more practical and energy efficient to use wind to power ships directly, like we have done for thousands of years. Furthermore, oil powered cargo ships often float idle for days or even weeks before they can enter a port or leave it, which makes the relative unpredictability of sailboats less problematic.


    As with industrial manufacturing, we now have much better technology and knowledge available to base a worldwide shipping industry on wind power alone. We have new materials to build better and longer-lasting ships and sails, we have more accurate navigation and communication instruments, we have more predictable weather forecasts, we can make use of solar panels for backup engine power, and we have more detailed knowledge about winds and currents.


    In fact, the global wind and current patterns were only fully understood when the age of sail was almost over. Between 1842 and 1861, American navigator Matthew Fontaine Maury collected an extensive array of ship logs which enabled him to chart prevailing winds and sea currents, as well as their seasonal variations. [18]


    Maury’s work enabled seafarers to shorten sailing time considerably, by simply taking better advantage of prevailing winds and sea currents. For instance, a journey from New York to Rio de Janeiro was reduced from 55 to 23 days, while the duration of a trip from Melbourne to Liverpool was halved, from 126 to 63 days. [18]


    More recently, yacht racing has generated many innovations that have never been applied to commercial shipping. For example, in the 2017 America’s Cup, the Emirates Team New Zealand introduced stationary bikes instead of hand cranks to power the hydraulic system that steers the boat. Because our legs are stronger than our arms, pedal powered “grinding” allows for quicker tacking and gybing in a race, but it could also be useful to reduce the required manpower for commercial sailing ships. [19]


    Speed sailing records are also telling. The fastest sailboat in 1972 did not even reach 50 km/h, while the current record holder — the Vestas Sailrocket 2 — sailed at 121 km/h in 2012. While these types of ships are not practical to carry cargo, they could inspire other designs that are.


    Wind and Solar Powered Trains


    We could follow a similar approach for land-based transportation, in the form of wind and solar powered trains. Like sailing boats, trains could be running whenever there is renewable energy available. Not by putting sails on trains, of course, but by running them on electricity made by solar PV panels or wind turbines along the tracks. This would be an entirely new application of a centuries-old strategy to deal with variable energy sources, only made possible by the invention of electricity.


    Running cargo trains on renewable energy is a great use of intermittent wind power because they are usually operated at night, when wind power is often at its best and energy demand is at its lowest. Furthermore, just like cargo ships, cargo trains already have unreliable schedules because they often sit stationary in train-yards for days, waiting to become fully loaded.


    Even the speed of the trains could be regulated by the amount of renewable energy that is available, just as the wind speed determines the speed of a sailing ship. A similar approach could also work with other electrical transportation systems, such as trolleytrucks, trolleyboats or aerial ropeways.


    Combining solar and wind powered cargo trains with solar and wind powered factories creates extra possibilities. For example, at first sight, solar or wind powered passenger trains appear to be impossible, because people are less flexible than goods. If a solar powered train is not running or is running too slow, an appointment may have to be rescheduled at the last minute. Likewise, on cloudy days, few people would make it to the office.


    However, this could be solved by using the same renewable power sources for factories and passenger trains. Solar panels along the railway lines could be sized for cloudy days, and thus guarantee a minimum level of energy for a minimum service of passenger trains (but no industrial production). During sunny days, the extra solar power could be used to run the factories along the railway line, or to run extra passenger (or cargo) trains.


    Consequences for Society: Consumption & Production


    As we’ve seen, if industrial production and cargo transportation became dependent on the availability of renewable energy, we would still be able to produce a diverse range of consumer goods, and transport them all over the globe. However, not all products would be available all the time. If I want to buy new shoes, I might have to wait for the right season to get them manufactured and delivered.


    Production and consumption would depend on the weather and the seasons. Solar powered factories would have higher production rates in the summer months, while wind powered factories would have higher production rates in the winter months. Sailing seasons also need to be taken into account.


    But running an economy on the rhythms of the weather doesn’t necessarily mean that production and consumption rates would go down. If factories and cargo transportation adjust their energy use to the weather, they can use the full annual power production of wind turbines and solar panels.


    Manufacturers could counter seasonal production shortages by producing items “in season” and then stocking them close to consumers for sale during low energy periods. In fact, the products themselves would become “energy storage” in this scenario. Instead of storing energy to manufacture products in the future, we would manufacture products whenever there is energy available, and store the products for later sale instead.


    However, seasonal production may well lead to lower production and consumption rates. Overproducing in high energy times requires large production facilities and warehouses, which would be underused for the rest of the year. To produce cost-efficiently, manufacturers will need to make compromises. From time to time, these compromises will lead to product shortages, which in turn could encourage people to consider other solutions, such as repair and re-use of existing products, crafted products, DIY, or exchanging and sharing goods.


    Consequences for the Workforce


    Adjusting energy demand to energy supply also implies that the workforce adapts to the weather. If a factory runs on solar power, then the availability of power corresponds very well with human rhythms. The only downside is that workers would be free from work especially in winter and on cloudy days.


    However, if a factory or a cargo train runs on wind power, then people will also have to work during the night, which is considered unhealthy. The upside is that they would have holidays in summer and on good weather days.


    If a factory or a transportation system is operated by wind or solar energy alone, workers would also have to deal with uncertainty about their work schedules. Although we have much better weather forecasts than in pre-industrial times, it remains difficult to make accurate predictions more than a few days ahead.


    However, it is not only renewable power plants that are now completely automated. The same goes for factories. The last century has seen increasing automation of production processes, based on computers and robots. So-called “dark factories” are already completely automated (they need no lights because there is nobody there).
If a factory has no workers, it doesn’t matter when it’s running. Furthermore, many factories already run for 24 hours per day, partly operated by millions of night shift workers. In these cases, night work would actually decrease because these factories will only run through the night if it’s windy.


    Finally, we could also limit the main share of industrial manufacturing and railway transportation to normal working hours, and curtail the oversupply during the night. In this scenario, we would simply have less material goods and more holidays. On the other hand, there would be an increased need for other types of jobs, like craftsmanship and sailing.


    What About the Internet?


    In conclusion, industrial manufacturing and cargo transportation — both over land and over sea — could be run almost entirely on variable renewable power sources, with little need for energy storage, transmission networks, balancing capacity or overbuilding renewable power plants. In contrast, the modern high-tech approach of matching energy supply to energy demand at all times requires a lot of extra infrastructure which makes renewable power production a complex, slow, expensive and unsustainable undertaking.


    Adjusting energy demand to supply would make switching to renewable energy much more realistic than it is today. There would be no curtailment of energy, and no storage and transmission losses. All the energy produced by solar panels and wind turbines would be used on the spot and nothing would go to waste.


    Admittedly, adjusting energy demand to energy supply can be less straightforward in other sectors. Although the internet could be entirely operated on variable power sources — using asynchronous networks and delay-tolerant software — many newer internet applications would then disappear.


    At home, we probably can’t expect people to sit in the dark or not to cook meals when there is no renewable energy. Likewise, people will not come to hospitals only on sunny days. In such instances, there is a larger need for energy storage or other measures to counter an intermittent power supply. ←


    Part of the research for this article happened during a fellowship at the Demand Centre, Lancaster, UK.
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        Mills in the Westzijderveld near Zaandam, a painting by Claude Monet, 1871.
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        Night work at the docks, a painting by Henri Adolphe Schaep, 1856.
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          The Horse Mill, a painting by James Herring. Ca. 1850.
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          Prevailing Westerlies and Trade Winds, 1916. Albert Perry Bidgham & Charles T. McFarlane, Essentials of Geography (New York, NY: American Book Company, 1916).
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        Stoneferry, a painting by John Ward of Hull, first half 19th century.
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        Shipping in a calm, a painting by Charles Brooking, first half 18th century.
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        Thomas W. Lawson was a seven-masted, steel-hulled schooner built in 1902 for the Pacific trade.
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        Electric freight trains could be operated whenever the sun is shining or the wind is blowing.
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        Scale model of a solar powered railway. Image by Kris De Decker.
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        Augustin Mouchot’s solar powered printing press (1878) only worked when the sun shined. Source: iStock.
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        A man adjusts the sails of a sailing vessel. Image by yetdark (CC-BY-SA 2.0).
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        A windmiller climbs the sail. Image: Brimz (CC BY-SA 3.0).
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    How (Not) to Run a Modern Society on Solar and Wind Power Alone


    


    Matching supply to demand at all times makes renewable power production a complex, slow, expensive and unsustainable undertaking.


    While the potential of wind and solar energy is more than sufficient to supply the electricity demand of industrial societies, these resources are only available intermittently. To ensure that supply always meets demand, a renewable power grid needs an oversized power generation and transmission capacity of up to ten times the peak demand. It also requires a balancing capacity of fossil fuel power plants, or its equivalent in energy storage. Consequently, matching supply to demand at all times makes renewable power production a complex, slow, expensive and unsustainable undertaking.


    100% Renewable Energy


    It is widely believed that in the future, renewable energy production will allow modern societies to become independent from fossil fuels, with wind and solar energy having the largest potential. An oft-stated fact is that there’s enough wind and solar power available to meet the energy needs of modern civilization many times over.


    For instance, in Europe, the practical wind energy potential for electricity production on- and off-shore is estimated to be at least 30,000 TWh per year, or ten times the annual electricity demand. [1] In the USA, the technical solar power potential is estimated to be 400,000 TWh, or 100 times the annual electricity demand. [2]


    Such statements, although theoretically correct, are highly problematic in practice. This is because they are based on annual averages of renewable energy production, and do not address the highly variable and uncertain character of wind and solar energy.


    Demand and supply of electricity need to be matched at all times, which is relatively easy to achieve with power plants that can be turned on and off at will. However, the output of wind turbines and solar panels is totally dependent on the whims of the weather.


    Therefore, to find out if and how we can run a modern society on solar and wind power alone, we need to compare time-synchronised electricity demand with time-synchronised solar or wind power availability. [3] [4] [5] In doing so, it becomes clear that supply correlates poorly with demand.


    The Intermittency of Solar Energy


    Solar power is characterised by both predictable and unpredictable variations. There is a predictable diurnal and seasonal pattern, where peak output occurs in the middle of the day and in the summer, depending on the apparent motion of the sun in the sky. [6] [7]


    When the sun is lower in the sky, its rays have to travel through a larger air mass, which reduces their strength because they are absorbed by particles in the atmosphere. The sun’s rays are also spread out over a larger horizontal surface, decreasing the energy transfer per unit of horizontal surface area.


    When the sun is 60° above the horizon, the sun’s intensity is still 87 percent of its maximum when it reaches a horizontal surface. However, at lower angles, the sun’s intensity quickly decreases. At a solar angle of 15°, the radiation that strikes a horizontal surface is only 25 percent of its maximum.


    On a seasonal scale, the solar elevation angle also correlates with the number of daylight hours, which reduces the amount of solar energy received over the course of a day at times of the year when the sun is already lower in the sky. And, last but not least, there’s no solar energy available at night.


    Likewise, the presence of clouds adds unpredictable variations to the solar energy supply. Clouds scatter and absorb solar radiation, reducing the amount of insolation that reaches the ground below. Solar output is roughly 80 percent of its maximum with a light cloud cover, but only 15 percent of its maximum on a heavy overcast day. [8] [9] [10]


    Due to a lack of thermal or mechanical inertia in solar photovoltaic (PV) systems, the changes due to clouds can be dramatic. For example, under fluctuating cloud cover, the output of multi-megawatt PV power plants in the Southwest USA was reported to have variations of roughly 50 percent in a 30 to 90 second timeframe and around 70 percent in a timeframe of 5 to 10 minutes. [6]


    The combination of these predictable and unpredictable variations in solar power makes it clear that the output of a solar power plant can vary enormously throughout time. In Phoenix, Arizona, the sunniest place in the USA, a solar panel produces on average 2.7 times less energy in December than in June. Comparing a sunny day at midday in June with a heavy overcast day at 10 am in December, the difference in solar output is almost twentyfold. [11]


    In London, UK, which is a moderately suitable location for solar power, a solar panel produces on average 10 times less energy in December than in June. Comparing a sunny day in June at noon with a heavy overcast day in December at 10 am, the solar output differs by a factor of 65. [8] [9]


    The Intermittency of Wind Energy


    Compared to solar energy, the variability of the wind is even more volatile. On the one hand, wind energy can be harvested both day and night, while on the other hand, it’s less predictable and less reliable than solar energy. During daylight hours, there’s always a minimum amount of solar power available, but this is not the case for wind, which can be absent or too weak for days or even weeks at a time. There can also be too much wind, and wind turbines then have to be shut down in order to avoid damage.


    On average throughout the year, and depending on location, modern wind farms produce 10–45 percent of their rated maximum power capacity, roughly double the annual capacity factor of the average solar PV installation (5–30 percent). [6] [12] [13] [14] In practice, however, wind turbines can operate between 0 and 100 percent of their maximum power at any moment. [6]


    Even relatively small changes in wind speed have a large effect on wind power production: if the wind speed decreases by half, power production decreases by a factor of eight. [15] Wind resources also vary throughout the years. Germany, the Netherlands and Denmark show a wind speed inter-annual variability of up to 30 percent. [1] Yearly differences in solar power can also be significant. [16] [17]


    How to Match Supply with Demand?


    To some extent, wind and solar energy can compensate for each other. For example, wind is usually twice as strong during the winter months, when there is less sun. [18] However, this concerns average values again. At any particular moment of the year, wind and solar energy may be weak or absent simultaneously, leaving us with little or no electricity at all.


    Electricity demand also varies throughout the day and the seasons, but these changes are more predictable and much less extreme. Demand peaks in the morning and in the evening, and is at its lowest during the night. However, even at night, electricity use is still close to 60 percent of the maximum.


    Consequently, if renewable power capacity is calculated based on the annual averages of solar and wind energy production and in tune with the average power demand, there would be huge electricity shortages for most of the time. To ensure that electricity supply always meets electricity demand, additional measures need to be taken.


    First, we could count on a backup infrastructure of dispatchable fossil fuel power plants to supply electricity when there’s not enough renewable energy available. Second, we could oversize the renewable generation capacity, adjusting it to the worst case scenario. Third, we could connect geographically dispersed renewable energy sources to smooth out variations in power production. Fourth, we could store surplus electricity for use in times when solar and/or wind resources are low or absent.


    As we shall see, all of these strategies are self-defeating on a large enough scale, even when they’re combined. If the energy used for building and maintaining the extra infrastructure is accounted for in a life cycle analysis of a renewable power grid, it would be just as CO2-intensive as the present-day power grid.


    Strategy 1: Backup Power Plants


    Up to now, the relatively small share of renewable power sources added to the grid has been balanced by dispatchable forms of electricity, mainly rapidly deployable gas power plants. Although this approach completely “solves” the problem of intermittency, it results in a paradox because the whole point of switching to renewable energy is to become independent of fossil fuels, including gas. [19]


    Most scientific research focuses on Europe, which has the most ambitious plans for renewable power. For a power grid based on 100 percent solar and wind power, with no energy storage and assuming interconnection at the national European level only, the balancing capacity of fossil fuel power plants needs to be just as large as peak electricity demand. [12] In other words, there would be just as many non-renewable power plants as there are today.


    Such a hybrid infrastructure would lower the use of carbon fuels for the generation of electricity, because renewable energy can replace them if there is sufficient sun or wind available. However, lots of energy and materials need to be invested into what is essentially a double infrastructure. The energy that’s saved on fuel is spent on the manufacturing, installation and interconnection of millions of solar panels and wind turbines.


    Although the balancing of renewable power sources with fossil fuels is widely regarded as a temporary fix that’s not suited for larger shares of renewable energy, most other technological strategies can only partially reduce the need for balancing capacity.


    Strategy 2: Oversizing Renewable Power Production


    Another way to avoid energy shortages is to install more solar panels and wind turbines. If solar power capacity is tailored to match demand during even the shortest and darkest winter days, and wind power capacity is matched to the lowest wind speeds, the risk of electricity shortages could be reduced significantly. However, the obvious disadvantage of this approach is an oversupply of renewable energy for most of the year.


    During periods of oversupply, the energy produced by solar panels and wind turbines is curtailed in order to avoid grid overloading. Problematically, curtailment has a detrimental effect on the sustainability of a renewable power grid. It reduces the electricity that a solar panel or wind turbine produces over its lifetime, while the energy required to manufacture, install, connect and maintain it remains the same. Consequently, the capacity factor and the energy returned for the energy invested in wind turbines and solar panels decrease. [20]


    Curtailment rates increase spectacularly as wind and solar comprise a larger fraction of the generation mix, because the overproduction’s dependence on the share of renewables is exponential. Scientists calculated that a European grid comprised of 60 percent solar and wind power would require a generation capacity that’s double the peak load, resulting in 300 TWh of excess electricity every year (roughly 10 percent of the current annual electricity consumption in Europe).


    In the case of a grid with 80 percent renewables, the generation capacity needs to be six times larger than the peak load, while the excess electricity would be equal to 60 percent of the EU’s current annual electricity consumption. Lastly, in a grid with 100 percent renewable power production, the generation capacity would need to be ten times larger than the peak load, and excess electricity would surpass the EU annual electricity consumption. [21] [22] [23]


    This means that up to ten times more solar panels and wind turbines need to be manufactured. The energy that’s needed to create this infrastructure would make the switch to renewable energy self-defeating, because the energy payback times of solar panels and wind turbines would increase six- or ten-fold.


    For solar panels, the energy payback would only occur in 12–24 years in a power grid with 80 percent renewables, and in 20–40 years in a power grid with 100 percent renewables. Because the life expectancy of a solar panel is roughly 30 years, a solar panel may never produce the energy that was needed to manufacture it. Wind turbines would remain net energy producers because they have shorter energy payback times, but their advantage compared to fossil fuels would decrease. [24]


    Strategy 3: Supergrids


    The variability of solar and wind power can also be reduced by interconnecting renewable power plants over a wider geographical region. For example, electricity can be overproduced where the wind is blowing but transmitted to meet demand in becalmed locations. [19]


    Interconnection also allows the combination of technologies that utilise different variable power resources, such as wave and tidal energy. [3] Furthermore, connecting power grids over large geographical areas allows a wider sharing of backup fossil fuel power plants.


    Although today’s power systems in Europe and the USA stretch out over a large enough area, these grids are currently not strong enough to allow interconnection of renewable energy sources. This can be solved with a powerful overlay high-voltage DC transmission grid. Such “supergrids” form the core of many ambitious plans for 100 percent renewable power production, especially in Europe. [25] The problem with this strategy is that transmission capacity needs to be overbuilt, over very long distances. [19]


    For a European grid with a share of 60 percent renewable power (an optimal mix of wind and solar), grid capacity would need to be increased at least sevenfold. If individual European countries would disregard national concerns about security of supply, and backup balancing capacity would be optimally distributed throughout the continent, the necessary grid capacity extensions can be limited to about triple the existing European high-voltage grid. For a European power grid with a share of 100 percent renewables, grid capacity would need to be up to twelve times larger than it is today. [21] [26] [27]


    The problems with such grid extensions are threefold. Firstly, building infrastructure such as transmission towers and their foundations, power lines, substations, and so on, requires a significant amount of energy and other resources. This will need to be taken into account when making a life cycle analysis of a renewable power grid. As with oversizing renewable power generation, most of the oversized transmission infrastructure will not be used for most of the time, driving down the transmission capacity factor substantially.


    Secondly, a supergrid involves transmission losses, which means that more wind turbines and solar panels will need to be installed to compensate for this loss. Thirdly, the acceptance of and building process for new transmission lines can take up to ten years. [20] [25] This is not just bureaucratic hassle: transmission lines have a high impact on the land and often face local opposition, which makes them one of the main obstacles for the growth of renewable power production.


    Even with a supergrid, low power days remain a possibility over areas as large as Europe. With a share of 100 percent renewable energy sources and 12 times the current grid capacity, the balancing capacity of fossil fuel power plants can be reduced to 15 percent of the total annual electricity consumption, which represents the maximum possible benefit of transmission for Europe. [28]


    Even in the UK, which has one of the best renewable energy sources in the world, interconnecting wind, sun, wave and tidal power would still generate electricity shortages for 18 percent of the time (roughly 65 days per year). [29] [30] [31]


    Strategy 4: Energy Storage


    A final strategy to match supply to demand is to store an oversupply of electricity for use when there is not enough renewable energy available. Energy storage avoids curtailment and it’s the only supply-side strategy that can make a balancing capacity of fossil fuel plants redundant, at least in theory. In practice, the storage of renewable energy runs into several problems.


    First of all, while there’s no need to build and maintain a backup infrastructure of fossil fuel power plants, this advantage is negated by the need to build and maintain an energy storage infrastructure. Second, all storage technologies have charging and discharging losses, which results in the need for extra solar panels and wind turbines to compensate for this loss.


    The energy required to build and maintain the storage infrastructure and the extra renewable power plants need to be taken into account when conducting a life cycle analysis of a renewable power grid. In fact, research has shown that it can be more energy efficient to curtail renewable power from wind turbines than to store it, because the energy needed to manufacture storage and operate it (which involves charge-discharge losses) surpasses the energy that is lost through curtailment. [23]


    It has been calculated that for a European power grid with 100 percent renewable power plants (670 GW wind power capacity and 810 GW solar power capacity) and no balancing capacity, the energy storage capacity needs to be 1.5 times the average monthly load and amounts to 400 TWh, not including charging and discharging losses. [32] [33] [34]


    To give an idea of what this means: the most optimistic estimation of Europe’s total potential for pumped hydro-power energy storage is 80 TWh [35], while converting all 250 million passenger cars in Europe to electric drives with a 30 kWh battery would result in a total energy storage of 7.5 TWh. In other words, if we count on electric cars to store the surplus of renewable electricity, their batteries would need to be 60 times larger than they are today (and that’s without allowing for the fact that electric cars will substantially increase power consumption).


    Taking into account a charging/discharging efficiency of 85 percent, manufacturing 460 TWh of lithium-ion batteries would require 644 million Terajoule of primary energy, which is equal to 15 times the annual primary energy use in Europe. [36] This energy investment would be required at minimum every twenty years, which is the most optimistic life expectancy of lithium-ion batteries. There are many other technologies for storing excess electricity from renewable power plants, but all have unique disadvantages that make them unattractive on a large scale. [37] [38]


    Matching Supply to Demand = Overbuilding the Infrastructure


    In conclusion, calculating only the energy payback times of individual solar panels or wind turbines greatly overestimates the sustainability of a renewable power grid. If we want to match supply to demand at all times, we also need to factor in the energy use for overbuilding the power generation and transmission capacity, and the energy use for building the backup generation capacity and/or the energy storage. The need to overbuild the system also increases the costs and the time required to switch to renewable energy.


    Combining different strategies is a more synergistic approach which improves the sustainability of a renewable power grid, but these advantages are not large enough to provide a fundamental solution. [33] [39] [40]


    Building solar panels, wind turbines, transmission lines, balancing capacity and energy storage using renewable energy instead of fossil fuels doesn’t solve the problem either, because it also assumes an overbuilding of the infrastructure: we would need to build an extra renewable energy infrastructure to build the renewable energy infrastructure.


    Adjusting Demand to Supply


    However, this doesn’t mean that a sustainable renewable power grid is impossible. There’s a fifth strategy, which does not try to match supply to demand, but instead aims to match demand to supply. In this scenario, renewable energy would ideally be used only when it’s available.


    If we could manage to adjust all energy demand to variable solar and wind resources, there would be no need for grid extensions, balancing capacity or overbuilding renewable power plants. Likewise, all the energy produced by solar panels and wind turbines would be utilised, with no transmission losses and no need for curtailment or energy storage.


    Of course, adjusting energy demand to energy supply at all times is impossible, because not all energy using activities can be postponed. However, the adjustment of energy demand to supply should take priority, while the other strategies should play a supportive role. If we let go of the need to match energy demand for 24 hours a day and 365 days a year, a renewable power grid could be built much faster and at a lower cost, making it more sustainable overall.


    With regards to this adjustment, even small compromises yield very beneficial results. For example, if the UK would accept electricity shortages for 65 days a year, it could be powered by a 100 percent renewable power grid (solar, wind, wave & tidal power) without the need for energy storage, a backup capacity of fossil fuel power plants, or a large overcapacity of power generators. [29] ←
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        88 MW solar PV power plant in Warsaw, Poland. Image by Dsink000 (CC BY-SA 4.0).


      


    


  


  

    

      

        [image: ]

      


      

        30 MW solar PV power plant in Eisleben, Germany. Image by Parabel GmbH (CC BY-SA 3.0).
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        20 MW solar PV power plant in Selmer, Tennessee, US. Image by Dsink000 (CC BY-SA 4.0).
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        12 MW solar PV power plant in Telangana, India. Image by Thomas Lloyd Group (CC BY-SA 4.0).
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        1,000 MW solar PV power plant in Kurnool district, India. Source: Sentinel Hub. Contains modified Copernicus Setinel data 2020.
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        2,245 MW solar PV power plant in Jodhpur district, India. Source: Sentinel Hub. Contains modified Copernicus Setinel data 2020.
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        Transmission tower. Image by Novoklimov (CC0), Wikimedia Commons.


      


    


  


  

    

      

        [image: ]

      


      

        A line worker on a transmission tower. Image by Tew3 (CC BY 3.0), Wikimedia Commons.
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        Pumped-storage hydroelectric power plant in Geesthacht, Germany. Image by IqRS (CC BY-SA 3.0), Wikimedia Commons.
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        A HVDC converter station in Manitoba, Canada. It converts alternating current to direct current (or the other way around) for high-voltage direct current long-distance power transmission. Image by J. Lindsay (CC BY-SA 3.0), Wikimedia Commons.
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        A single-phase, three-winding converter transformer in Québec, Canada. It steps up the voltage of the AC supply network. Image by Khayman (CC BY-SA 3.0), Wikimedia Commons.
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        Temperature-controlled valve hall in New Zealand. It contains the static inverters of a HVDC converter station. Image by Marshelec (CC BY-SA 3.0), Wikimedia Commons.
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        A synchronous condenser at Templestowe substation, Melbourne, Australia. It improves voltage regulation in the power grid. Image by Mriya (CC BY-SA 3.0), Wikimedia Commons,
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    Could We Run Modern Society on Human Power Alone?


    


    Unlike solar and wind energy, human power is always available, no matter the season or time of day.


    Unlike solar and wind energy, human power is always available, no matter the season or time of day. Unlike fossil fuels, human power can be a clean energy source, and its potential increases as the human population grows. In the Human Power Plant, Low-tech Magazine and artist Melle Smets investigate the feasibility of human energy production in the 21st century.


    To find out if human power can sustain a modern lifestyle, we are designing plans to convert a 22 floors vacant tower building on the campus of Utrecht University in the Netherlands into an entirely human powered student community for 750 people. We’re also constructing a working prototype of the human power plant that supplies the community with energy.


    The Human Power Plant is both a technical and a social challenge. A technical challenge, because there’s a lack of scientific and technological research into human power production. A social challenge, because unlike a wind turbine, a solar panel or an oil barrel, a human needs to be motivated in order to produce energy.


    The Rise and Fall of Human Power


    Throughout most of history, humans have been the most important source of mechanical energy. Building cities, digging canals, producing food, washing clothes, communication and transportation: it all happened with human muscle power as the main source of energy. Human power was complemented with animal power, and windmills and watermills became increasingly important from the middle ages onwards. Most work, however, we carried out ourselves.


    These days, human power plays virtually no role anymore. We have automated and motorized even the smallest physical efforts. Mechanical energy is now largely provided by fossil fuels, either as a primary fuel or converted to electricity. This “progress” comes at a price. Industrial society is totally dependent on a steady supply of fossil fuels and electricity, which makes it very vulnerable to an interruption in this supply.


    Furthermore, fossil fuels are not infinitely available and their large-scale use causes a host of other problems. On the other hand, renewable energy sources such as wind and solar power are not always available, and their manufacturing is also dependent on fossil fuels. Meanwhile, in order to keep in shape and stay healthy, people go to the gym to exercise, generating energy that’s wasted. The Human Power Plant wants to restore the connection between energy demand and energy supply.


    Why Human Power?


    Compared with fossil fuels and renewable energy sources, human power has a lot of advantages. A human can generate at least as much power as a 1 m2 solar PV panel on a sunny day — and as much as 10 m2 of solar PV panels on a heavy overcast day. Human power is a dispatchable energy source, just like fossil fuels. Its power output is not dependent on the season, the weather or the time of the day. In fact, humans can be considered renewable energy sources and batteries at the same time.


    Unlike fossil fuels, human power can be a clean energy source, which produces little or no air pollution and soil contamination. Moreover, the potential of human power increases as the human population grows, while all other energy sources need to be shared among an ever-growing amount of people. Furthermore, unlike solar panels, wind turbines, and batteries, humans don’t need to be manufactured in a factory. In combination with the right diet, human power is carbon neutral.


    Finally, humans are all-round power sources, just like fossil fuels. They not only supply muscle power that can be converted to mechanical energy or electricity, but also thermal energy, especially during exercise: a physically active human being can generate up to 500 watts of body heat. Furthermore, human waste can be converted to biogas and fertiliser. Arguably, human power is the most versatile and most sustainable power source on Earth.


    Modern technology has greatly improved the potential of human power production. On the one hand, many electric devices have become very energy efficient. For example, solid state lighting consumes roughly ten times less power than old-fashioned lightbulbs, so that a quick workout can supply many hours of light. On the other hand, we now have much better technology for human power production, ranging from sophisticated exercise machines to biogas power plants.


    Lessons from the Gym


    The power output of a human being is determined by three factors: the person, the duration of the effort, and the mechanical device that is used to convert human power into useful energy — human power generation is often a symbiosis between man and tool or machine. Our legs are roughly four times stronger than our arms, which means that a human on a stationary bicycle machine can produce more power (75 to 100 watts) than a human operating a small hand crank (10 to 30 watts).


    During shorter efforts, the mechanical power output of a human being can increase substantially: up to 500 watts on a bicycle and up to 150 watts while operating a hand crank over a period of one minute. However, age, gender and fitness also play an important role. Athletes can generate more power for a longer period of time — up to 2,000 watts during three seconds, or up to 400 watts during one hour. So far the theory, which is far from complete.


    During the research phase for the Human Power Plant, we followed a fitness program to become better human power sources. This was a very instructive experience. One of the first things we learned is that there are important differences between individuals, even if they have similar age, gender and fitness.


    We also found out that exercise machines for strength training can produce a lot of power in a very short time, making them an interesting addition to stationary cycling machines for human power production. A five minute workout (including two breaks of one minute each) can supply more than 15 Wh of electricity, enough to charge a quarter of a laptop’s battery or to power a desk lamp for 3 hours.


    Finally, we quickly discovered that gyms are pretty boring places. The exercise equipment is often positioned in such a way that people all look in the same direction, which excludes all but the most primitive communication. And, while a stationary bicycle is considered to be the most energy-efficient human power machine, we found out that stationary cycling is no fun at all.


    How to Motivate Human Power?


    The last point deserves extra attention. Unlike a windmill, a solar panel or an oil barrel, human power needs to be motivated in order to produce energy. If we make a switch to human power production, would everybody generate their own power for the sake of sustainability? Would people pay others to do it for them? Or, would people force others to do it for them?


    A financial reward won’t do the trick, because at the current energy prices in the Netherlands, a human generating electricity would earn only 0.015€ per hour. Consequently, unless environmental awareness increases dramatically, the use of human power could open the door to new forms of slavery. Is such slavery justified for a reduction in CO2-emissions? Could we force refugees or criminals to produce power?


    These are disturbing questions, because the history of human power is — broadly — also the history of slavery. These days we import oil, coal and uranium, in the past we imported slaves. Luckily, there may be a third possibility. We can try and motivate people by making human energy production more fun, social, and exciting.


    The few commercially available devices for human energy production are entirely focused on energy efficiency — there’s no attention to fun or motivation. They are also designed for emergency purposes, not for prolonged and daily use. For example, most hand cranks are made as compact as possible, while a larger device would be much more comfortable to use.


    Designing the Prototype


    For the design of our prototype human power plant, we wanted to address these issues. We teamed up with makers and sports coaches to develop fitness machines that are suited for different types of human power sources, are fun too use, and produce a maximum amount of power.


    To make power production more social, we decided that power producers should be able to talk to each other. They can even bring their pets to help with power production, creating a cosy and home-like atmosphere. This is not a new idea: dogs were commonly used as a source of mechanical power in pre-industrial times, and also provided their owners with a source of warmth.


    Water Under Pressure


    For extra motivation, all exercise machines in our prototype human power plant are facing a jacuzzi and shower where girls are invited to encourage the boys to flex their muscles and generate more power. Of course, the gender roles could be reversed, but during the first experiments we discovered that this is less energy-efficient. Girls don’t seem to get motivated by guys in jacuzzis, at least not to the extent that guys get motivated by girls in jacuzzis.


    The jacuzzi is not a gimmick, but an essential part of the prototype human power plant. That’s because we opted for water under pressure as the energy carrier. The kinetic energy produced by humans and their pets is pumped into a pressure vessel, which produces water under pressure that is led to water turbines which supply mechanical energy and electricity. The jacuzzi is the receiving reservoir of this closed system.


    With the choice for water under pressure, we want to make energy more visible and audible. More importantly, however, it allows us to produce electricity without the use of batteries and electronics — which are not sustainable components. In our human power plant, the hydraulic accumulator takes the place of the battery and the voltage regulator. Small variations in human power production can be smoothed out, keeping the voltage constant. Longer term energy storage is provided by the humans themselves.


    For Rent: 750 Human Powered Student Rooms


    To find out if we could sustain a modern lifestyle with human power alone, we teamed up with architects to design plans for the conversion of a 22 floors tower building into an entirely human powered student community of 750 people.


    The Willem C. Van Unnik building is the tallest building on the campus of Utrecht University. The concrete, steel and glass monolith, which occupies a central position on the campus, was built in the late 1960s and has been mostly empty for years. Maintaining it is an important cost for the university, who owns the building.


    Because the university has the ambition to become carbon neutral in 2030, we propose to turn a problem into an opportunity. The ecological footprint of the human powered Van Unnik student community will be close to zero, and the building is already there.


    Each student in the human powered Van Unnik student building is responsible for generating the electricity that’s used in his or her individual room. The lower floors of the building are reserved for communal energy production, providing both electricity and warmth. This energy is used to heat the building, prepare food, wash clothes, take showers, and so on.


    More energy is supplied by a biogas plant, which is operated by the students and runs on their food waste and excrements. A time schedule tells every student when he or she has to produce electricity and heat, and when to perform other services for the community.


    Power Generation Schedule


    According to our preliminary calculations, an entirely human powered student building is achievable. The students would maintain a modern lifestyle, including hot showers, computers, and washing machines. On the other hand, they would have to produce energy for 2 to 6 hours per day, depending on the season and their individual and communal preferences.


    A human powered student community has enormous potential for a reduction in energy use. If students have to generate their own power, they are much less likely to waste it. How far would students go to reduce their efforts? Would hot showers go out of fashion? Would salads be the next culinary trend? Would typewriters make a comeback?


    Energy use is also lowered by encouraging the communal organization of daily household tasks, just like in the old days. Finally, the human powered student community applies low-tech solutions, such as fireless cookers, thermal underclothing, and heat exchange showers, which all maximize comfort in the context of a limited energy supply.


    The design of the building and the construction of the prototype human power plant is documented on a separate blog: Human Power Plant. It’s a work-in-progress, and comments are welcome. Once the project is complete, we will post an update on Low-tech Magazine. ←


    https://www.humanpowerplant.com
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        At current electricity prices, a human generating power would earn less than $0.02 per hour.
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        Digging the Panama Canal, by hand. Source: US National Archives.
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        The floor plan of the human powered student building. Illustration by Pietro Degli Esposti, Golnar Abbasi, Arvand Pourabbasi.
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        The human powered student building. Illustration by Golnar Abbasi.
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        A human powered student room. Illustration by Golnar Abbasi.
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        The central human power plant of the student community. Illustration by Golnar Abbasi.
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        The weekly work schedule for one of the students. Illustration by Golnar Abbasi.
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        Working principles of the prototype Human Power Plant. Drawing by Melle Smets.
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        Melle Smets & Kris De Decker. Human Power Plant, 2017Change the System 14.10.2017- 14.01.2018Museum Boijmans Van Beuningen RotterdamFoto / Photo: Aad Hoogendoorn©
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        Melle Smets & Kris De Decker. Human Power Plant, 2017Change the System 14.10.2017- 14.01.2018Museum Boijmans Van Beuningen RotterdamFoto / Photo: Aad Hoogendoorn©
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        Melle Smets operates the Reverse Hack Squat.
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        Voltage regulation using compressed air and water under pressure.


      


    


  




  

    Heat Storage Hypocausts: Air Heating in the Middle Ages


    


    The heat storage hypocaust could keep a room warm for days with just one firing of the furnace.


    The Romans are credited with the invention of the first smoke-free heating system in Western Europe: the hypocaust. Until recently, historians had assumed that its technology was largely lost after the collapse of the Roman Empire. In fact, however, it lived on in large parts of Europe, and was further developed into the “heat storage hypocaust,” an underground furnace on top of which granite stones would be piled, to then release hot air through vents in the floor. By this means, a room could be kept warm for days with just one firing of the hypocaust’s furnace.


    Hypocausts


    Hypocausts were heating systems that distributed the heat from an underground fire throughout a space beneath the floor. The heat was absorbed by the floor and then radiated into the room above. The effect on thermal comfort must have been similar to that of a modern-day hot water or electricity-based radiant floor heating system. The Roman hypocaust was characterised by its under-floor flue passages, created by small pillars bearing the floor’s paving slabs. Sometimes, the heat was also fed through cavities in the walls before escaping from the building, thereby warming up the walls, too.


    The Romans were not the first to develop a heating system in which the heat from a fire was fed under the floor from one side of a room to the other. The Chinese kang and dikang, the Korean ondol and the Afghan tawakhaneh were based on similar principles and date back to even earlier times. What’s more, the Romans probably learned the technology from the Greeks. Nevertheless, it was the Romans who developed the hypocaust into a more sophisticated heating system, especially in their public bath houses, which were built all across Europe and around the Mediterranean.


    For a long time, historians believed that the fall of the Roman Empire in around 500 AD marked the start of a hiatus in Europe’s use of smoke-free heating. Nevertheless, although most public baths fell into disrepair in the Western Roman Empire, hypocausts continued to be built and used in the Early Middles Ages, especially in monasteries. The technology also lived on in the Eastern Roman (Byzantine) Empire and was adopted in the hammams of the Arabs, who reintroduced the hypocaust to Western Europe when they built the Alhambra palace in the 13th century. [1]


    Smaller and cheaper systems, using ducts instead of pillars, also continued to be used, especially in smaller buildings. These hypocausts only heated part of the floor, but were much easier to build. We found just such a hypocaust in a remote village in Spain, which is still in use today.


    Heat Storage Hypocausts


    With the spread of Christianity and its monasteries to Northern Europe, the Roman hypocaust proved too inefficient for the region’s colder climes. The first half of the 14th century, or possibly even earlier, saw the start of the practice of piling up granite stones on the top of the furnace vault to accumulate heat. [1] [2] Far from a simplified medieval imitation, the heat storage hypocaust represented a further stage in the development of this ancient technology. [3]


    Unlike the Roman hypocaust, which was based on radiant heating, the heat storage hypocaust provided convective heating. The room to be heated featured a perforated “hot plate” above the pile of granite stones. Its perforations remained closed while the fire was burning, so that the smoke was kept out of the room and could escape through the chimney or a cavity in the wall. When the firing was complete and the furnace had been cleaned, the smoke flue was closed by means of a damper, the vents in the hot plate were opened and hot air rose from the pile of stones into the room. [2] [3]


    Because of their poor heat storage capacity, Roman hypocausts had to be fired continuously. Adding a stone chamber to create the heat storage hypocaust made it easier to accumulate heat, meaning it was no longer necessary to keep the furnace constantly lit. In 1822, a number of experiments were conducted to establish the effectiveness of a then 400 year-old heat storage hypocaust in Poland’s Malbork Castle. One such experiment involved heating the castle’s 850 square-meter banqueting hall. [1] [3]


    A Weekly Fire


    On 3 April, a cold furnace was lit for three and a half hours using 0.7 cubic meters of spruce wood. When the vents in the hot plate were opened, hot (200 ºC) air rushed into the banqueting hall, raising its temperature from 6 to 22.5 °C in just 20 minutes. The air vents were then closed. By the following morning (4 April), the room’s air temperature had fallen to 14°C. The air vents were opened and the temperature rose to 19 °C in one hour–without any additional fire being lit.


    On 5 April, the temperature of the air escaping through the vents was 94 °C and the room temperature rose from 10 to 16 °C in half an hour. On 6 April, three days after the fire was extinguished, the air was still hot enough to raise the room’s temperature from 10 to 12 °C. Even on 9 April, a full six days later, the warm (46°C) air rising from the vents managed to lift the temperature in the hall from 8 to 10°C.


    During his 1438 trip through Europe, the Spanish traveller Pero Tafur wrote that people placed “seats above the holes, also with holes in them. The people then sit down on those seats and unstop the holes and the heat rises between the legs to each one.” [3] This is reminiscent of the footstoves used in Northern Europe during the Middle Ages.


    Baltic Sea Region


    The heat storage hypocaust was mainly used in the Baltic Region–Northern Germany, Denmark, Sweden, Finland, Estonia, Latvia, Lithuania, and Poland. To a lesser extent, they have been found further to the south and east, in places such as Western and Southern Germany, Switzerland, Austria, the Czech Republic, Hungary and Russia. Most were built in the 1400s and 1500s. [1]


    Research into the history of heat storage hypocausts continues today. In his groundbreaking 1998 study, Klaus Bingenheimer estimated that Medieval Europe boasted a total of 500 hypocausts, of which 154 were of the heat storage variety. [4] Since then, however, many more have been discovered. For example, while Bingenheimer had evidence for only two heat storage hypocausts in Estonia, a 2009 paper by Andres Tvauri listed 95 heat storage hypocausts, either still standing or whose location had been documented. [2]


    In total, around 500 heat storage hypocausts have now been documented in the Baltic Region and, according to the latest estimates, there must have been at least 800–1,000 of them by the end of the 15th century [1], their use spreading from monasteries and castles to other public buildings, such as almshouses, town halls, guildhalls and hospitals. In Old Livonia, which covered present-day Estonia and Latvia, the technology also found its way into private homes. In Tallinn, Estonia’s capital, a heat storage hypocaust was not the exception, but the rule, and at least 54 such systems have been discovered there. [2]


    Hypocausts in Tallinn


    Andres Tvauri’s overview of the heat storage hypocaust in Estonia, one of the few available resources in English language, provides a wealth of technical details. Special covers or plugs, made of metal, stone or fired clay, were made to seal the hot air vents in the floor’s “hot plates.” Small ceramic dishes have been found, placed on the hot stones directly under these venting holes. It is assumed that water was poured on them, to produce steam and thereby increase the air humidity level. [2]


    The furnace was covered with a barrel vault on which the stones, with diameters of 40 to 50 cm, were piled to accumulate heat. The vault’s bricks were laid to form three or four arches, with intervals of about 20 cm between them and medieval builders probably used an old vat in helping to shape the arches of the vault. When the furnace was completed, a fire was built in the vat.


    A furnace’s dimensions would depend on the size of the room to be heated. In private homes, where only the bedroom was heated, it would be one to two meters long, a little more than a meter wide and 50 to 60 cm high. In public buildings and monasteries, where large halls and rooms had to be heated, the furnaces would be much larger.


    Tile Stoves


    Heat storage hypocausts were only used for a fairly short period of time. By the fifteenth century, glazed tile stoves were already spreading through the Baltic countries. The tile stove is a radiant heating system with an interior maze of brick or stone channels designed to accumulate a fire’s heat. It was more convenient to use and to build than the hypocaust, not to mention more energy efficient, as it takes less energy to heat people than to heat spaces.


    Although it was possible to heat at least two separate rooms by means of one furnace, as a rule, the hypocaust was located under the heated room or rooms, which were always on the ground floor. Tile stoves could be built anywhere, even on a building’s upper floors. Over the course of the 16th century, Old Livonia stopped using the heat storage hypocaust, which was replaced by a glazed tile stove, often built exactly where the hypocaust’s furnace had previously stood. Elsewhere, in Poland for example, some heat storage hypocausts remained in use until the 18th and 19th centuries. ←
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        The remains of a heat storage hypocaust in Tallinn, Estonia. Image courtesy of Kaarel Truu.
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        The remains of a heat storage hypocaust in Tallinn, Estonia. Image courtesy of Kaarel Truu.


      


    


  


  

    

      

        [image: ]

      


      

        Air vents in the floor of the Malbork castle in Poland. Image by Robert Young (CC BY-NC 2.0).
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        Hot air vents in the floor at Malbork Castle, Poland. Image by mahazda, public domain.


      


    


  


  

    

      

        [image: ]

      


      

        A Roman hypocaust (without heat storage). CC BY-SA 3.0, Wikimedia Commons.
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        A heat storage hypocaust. Source: Bingenheimer K. “Die Luftheizungen des Mittelalters. Zur Typologie und Entwicklung eines Technikgeschichtlichen Phänomens”, 1998, Verlag Dr. Kovac.
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    The Curse of the Modern Office


    


    The information society promises to dematerialize society and make it more sustainable, but modern office and knowledge work has itself become a large and rapidly growing consumer of energy and other resources.


    Welcome to the Office


    These days, it’s rather easy to define an “office worker:” it’s someone who sits in front of a computer screen for most of the working day, often in a space where others are doing the same, but sometimes alone in a “home office” or with a few others in a “shared office.” In earlier times, many office workers were used not for their knowledge or intelligence, but for the mere objective capacity of their brains to store and process information. For example, “computers” were office workers who made endless calculations with the help of mechanical calculating machines. This category of office workers has become comparatively less important, because inanimate computers have taken over many of their jobs. Most office workers—so-called “knowledge workers”—are now paid to actually think and be creative.


    There’s a big chance that you are one of them. Roughly 70 percent of those in employment in industrial nations now have office jobs. The share of office workers in the total workforce has increased continuously throughout the twentieth century. For example, in the USA, the information sector employed 13 percent of workers in 1900, about 40 percent of workers in 1950, and more than 60 percent of workers in 2000. [1] [2] The spectacular and so far unstoppable growth in the number of office workers is believed to have led to a so-called information society, an idea popularised by Fritz Machlup in his 1962 book The Production of Knowledge in the United States, and since then repeated by many others.[3]


    Interestingly, there’s no agreement as to what an information society actually is, but the most widely accepted definition is a society where more than half of the labor force engages in informational activities and where more than half of the GNP is generated from informational goods and services. Some say that the information society is characterised by the use of modern IT equipment, but that does not explain the growth of office work during the first half of the twentieth century. Others have argued that there is a transition from an economy based on material goods to one based on knowledge. Their claim is that this shift from the “industrial society” to the “information society” would make the economy less resource intensive. [3] [4]


    Indeed, unlike workers in manufacturing, service or agricultural industries, office workers don’t really produce anything besides paper documents, electronic files, and a lot of chatter during formal and informal meetings. However, the rise of office work has not lowered the use of resources, on the contrary. For one thing, supporters of the sustainable information society ignore the fact that we have moved most of our manufacturing industries (and our waste) to low wage countries. We are producing and consuming more material goods than ever before, but the energy use of these activities has vanished from national energy statistics. Second, modern office work has itself become a large and rapidly growing consumer of energy and resources.


    The Energy Footprint of Office Work


    The energy use of office work consists of multiple components: the energy use of the building itself (office equipment, heating, cooling and lighting), the energy used for commuting to and from the office, and the energy used by the communications networks that office work depends on. It also includes people who are not working in the office but who plug in their laptops in a place outside the office, which is also lighted, heated or cooled. As far as I could find out, nobody has ever tried to calculate the energy footprint of office work, taking all these components into account. We know more or less how much energy is used by commuting and telecommunication, but we don’t know how much of that is due to office work.


    Most information is available for the energy use of office buildings — the icons of today’s global knowledge economy. However, even in this case information is limited because most national statistics do not distinguish between different types of commercial buildings. The main exception is the US Commercial Buildings Energy Consumption Survey (CBECS), which is undertaken since 1979 and is the most comprehensive dataset of its type in the world. It further categorizes offices into administrative or professional offices (such as real estate sales offices and university administration buildings), government offices (such as state agencies and city halls), banks and financial offices, and health service administrative centers. [5]


    The modern, American-style office building—a design increasingly copied all over the world—is an insult to sustainability. Per square meter of floorspace, US office buildings are twice as energy-intensive as US residential buildings (which are no examples of energy efficiency either). [5] [6] [7] [9] [10]


    In 2003, the most recent year for which a detailed analysis of office buildings was presented (published in 2010), there were 824,000 office buildings in the USA, which consumed 300 trillion Btu of heat and 719 trillion Btu of electricity. [8] The electricity use alone corresponds to 210 TWh, which equals a quarter of total US electricity produced by nuclear power in 2015 (797 Twh with 99 reactors). In other words, the US needs 25 atomic reactors to power its office buildings. [11] [12] From 2003 to 2012, the number of US office buildings grew by more than 20 percent. [5]


    How Did We Get Here?


    The US office building, which appeared with the arrival of the Industrial Revolution, was initially quite energy efficient. From the 1880s until the 1930s, sunlight was the principal means of illuminating the workplace and the most important factor in setting the dimensions and layout of the standard office building in the US. According to the NYC-based Skyscraper Museum:


    Rentability depended on large windows and high ceilings that allowed daylight to reach as deeply as possible into the interior. The distance from exterior windows to the corridor wall was never more than 28 feet (8.5 m), which was the depth some daylight penetrated. Ceilings were at least 10 to 12 feet (3–3.65 m) in height, and windows were as big as possible without being too heavy to open, generally about 4 to 5 feet (1.2–1.5 m) wide and 6 to 8 feet (1.8–2.4 m) high. If the office was subdivided, partitions were made of translucent glass to transmit light. [13]


    Many office buildings had window accomodating H-, T-, and L-shaped footprints to encourage natural lighting, ventilation, and cooling. This changed after the introduction of fluorescent light bulbs and air conditioning. Produced at an affordable price in the late 1930s, fluorescent lighting provided high levels of illumination without excessive heat and cost. The first fully air-conditioned American office buildings appeared around the 1930s. The combination of artificial lighting and air-conditioning made it possible to design office space much deeper than the old standard of 28 feet. Light courts and high ceilings were ditched, and office buildings were reconceived as massive cubes—which were much cheaper to build and which maximized floor space. [13] [14]


    Air-conditioning also enabled the most characteristic feature of the modern office building: its glazed façade. From the 1950s onwards, under the influence of Modernist architecture, glass came to dominate in America—early examples of this trend are the Lever Building (1952) and the Seagram building (1958). The US Modernist office building, a cube with a steel skeleton and glass curtain walls, is essentially a massive greenhouse that would be unbearable for most of the year without artificial cooling. Because glazed façades don’t insulate well, energy use for heating is also high. In spite of all the glass, most US office buildings require artificial lighting throughout the day because many office workers are too far from a window to receive enough natural light.


    The arrival of electric office equipment from the 1950s onwards further increased energy use. According to the CEBECS survey, “more computers, dedicated servers, printers, and photocopiers were used in office buildings than in any other type of commercial building.” According to the latest analysis, concerning the year 2003, American office buildings were using 27.6 million computers, 11.6 million printers, 2.1 million photocopiers, and 2.5 million dedicated servers. In addition to electricity consumed directly, this electronic equipment requires additional cooling, humidity control, and/or ventilation that also increase energy use. [5] [8]


    While heating was the main energy use in pre-1950s office buildings, today cooling, lighting and electronic equipment (all operated by electricity), use 70 percent of all energy on-site. Note that this ratio doesn’t include the energy that is lost during the generation and distribution of electricity. Depending on how electricity is produced, energy use at the source can be up to three times higher than on-site. Assuming thermal generation of electricity (coal or natural gas), the average US office building consumes up to twice as much energy for electricity than for heating.


    Cultural Differences


    Technology alone, however, does not explain the rise of the typical air-conditioned office building, nor its high energy use today. Although fluorescent light bulbs and air conditioning soon became available in Europe, the all-glass, cube-like office building remained for a long time a uniquely North American phenomenon. In the 1920s, office work in the USA came under the influence of Frederick Taylor’s “Scientific Managament.” Time and motion studies, which had been carried out in factories since the 1880s, were now applied to office work as well. Men with stopwatches recorded the actions of (mostly female) employees with the aim of improving labor productivity.


    Taylor’s ideas were translated into office design through the concept of large, open floor spaces with an orderly arrangement of desks, all facing the direction of the supervisor. Private office rooms were abolished. By the late 1940s, American offices resembled factories in their appearance and methods. Although Taylorism left its mark on European offices, it was taken up with less enthusiasm and faced more resistance rooted in tradition than in the US. In the 1960s and 1970s, the Europeans rejected the application of Taylorist principles to office work more strongly, and developed their own type of office building. British office expert Frank Duffy calls it the “social democratic” office. [15] [16]


    These buildings, “groundscrapers” rather than “skyscrapers,” were designed like small cities, cut into separate “houses” that are united by internal “streets” or “squares.” They were built with corridors and spacious rooms on either side, all naturally lit and ventilated, with employees working next to a window. The social democratic office building focuses on user comfort, a consequence of the fact that office workers in Europe, unlike those in the USA, obtained the right to form democratically elected workers” councils that could participate in organizational decision making. The UK, with its more American style of business, embraced the US approach in the 1980s.[15] [16]


    An important difference between the “social democratic” office building and the “Taylorist” US/UK office building is that the first is usually owner-occupied, while the latter is generally a speculative building: It is built or refurbished to provide a return on investment, and rented by the room or floor. The speculative model is gaining ground: over the last two decades, US/UK-style office buildings have finally started spreading all over Europe, and beyond. Roughly 50 percent of new office buildings under construction in France and Germany—the largest European markets outside the UK—are now speculative buildings, roughly double their share in the 1980s. [15] [18]


    This is bad news, because speculative office buildings exclude lower energy alternatives and raise energy use. First, in order to maximize the return on investment, they are usually designed as square or rectangular buildings with deep floor plans and low ceilings, and built as high as planning regimes allow. Naturally lit and cooled buildings require a more horizontal build and higher ceilings, both aspects that conflict with maximising floorspace. Second, those who design speculative office buildings don’t know who will occupy the finished spaces, which leads to an over-provision of services.


    “Developers and letting agents focus on the “needs” of the most demanding tenants, and hence what is required for an office to be marketable to any tenant,” write the authors of a recent study that looks into the energy demand of UK office buildings—and concludes that 92 percent of such buildings are over-provisioned. Lighting, cooling and heating systems are attuned to unrealistic occupancy rates and are consequently producing more light, heat and cold than is necessary. [19] [20]


    The Promise of Remote Working


    If the high energy use of office work is questioned at all, it’s usually followed by the proposal to work outside the office building. At least since the 1980s, home working has been touted as a trend with potential environmental benefits. Alvin Toffler’s The Third Wave (1980) predicted that in the near future it would no longer be necessary to build offices because computers would enable people to work anywhere they wanted. In 1984, when personal computers had become common equipment in offices, Frank Duffy stated that “many office buildings quite suddenly are becoming obsolete.” [15]


    Obviously, no such thing happened: in spite of the personal computer, there are now more office buildings than ever before. However, the utopian vision of a radically changed work environment is still among us. Since the arrival of mobile phones, portable computers and the internet in the 1990s, the focus has shifted to “remote” or “agile” working, which includes working at home but also on the road and in so-called third places: coffeeshops, libraries or co-working offices. [20] These concepts suggest that offices will become meeting places for “nomadic” employees equipped with mobile phones and laptops, how the office will become a more diverse and informal environment, or how in the near future offices may no longer be necessary because we can work anywhere and at any time. [15] According to a 2014 consultancy report:


    The term “office” will become obsolete in the coming years. The modern workplace evolves into more of a shared workspace with flexible working arrangements that acts as more of a hub for workers on the go than an official place of work. The vast majority of jobs in most organizations can be accomplished from virtually any PC or mobile device, from just about anywhere. [21]


    Frank Duffy, building further upon his 1980s predictions, writes in Work and the City (2008):


    The development of the knowledge economy and achievement of sustainability will both be made possible by the power of information technology... Office work can be carried out anywhere... In the knowledge economy more and more businesses, both large and small, will be operated as networks, depending at least as much on virtual communications as on face-to-face interactions. Networked organizations do not need to operate, manage or define themselves within conventional categories of workplaces or conventional working hours. [16]


    Does it Matter Where We Work?


    On the face of it, more people working outside the office has obvious potential for energy savings. Home workers don’t have to travel to and from the office, which can save energy—after all, commuting has become energy-intensive since the democratization of the car in the 1950s. Furthermore, home office workers tend to use less energy for heating, cooling and lighting than they do in the office, a finding that corresponds with the fact that office buildings consume double the energy per square meter of floorspace compared to residential homes. [22]


    However, there are many ways in which the environmental advantages of remote working can disappear or become disadvantages. First, remote workers make use of the same office equipment, the same data centers and the same internet and phone infrastructure as people working in an office—and these are now the main drivers behind the increasing energy use of office buildings. In fact, a networked office would surely increase energy use by communication services, because face-to-face meetings at the office are replaced and complemented by virtual meetings and other forms of electronic communication.


    In Work and the City, Frank Duffy recalls his participation in a videoconferencing talk, expressing his awe for the quality of the experience. What he doesn’t seem to realize, is that the Cisco Telepresence system that he was using requires between 1 and 3 kW of power (and 200W in standby) at either side [25], plus the energy use of routing and switching all those data through the network infrastructure.


    Second, if work is done not at home but in third places, people might actually increase their energy use for transport when they visit different working spaces during the day. They might work from home in the morning and drive to the office in the afternoon, or they might go to the office in morning and to a co-working space later in the day. Likewise, if organizations shorten the distance between the office and the office worker by inviting them to work in shared spaces closer to their home, employees might actually decide to go live further away from their new working space, and keep the same time budget for commuting. [20]


    Third, for an employee working at home, on the road, or in a third place, the heating, cooling and lighting of that alternative workspace is now often an extra load because his or her now empty space in the office is still being heated, cooled and lit. In most cases, today’s home and remote workers occasion additional energy consumption. [22] This problem is recognized by the supporters of remote working, who stress that office buildings have to adapt to the new reality of the networked office by reducing floorspace and increasing the occupancy rates. This can happen through “hot-desking,” sharing a smaller amount of desks between office workers who decide not to work at home—and hope that not everybody will show up at the same time.


    Noel Cass, who investigates energy demand in offices for the UK’s at Lancaster University, has his doubts about this approach:


    Hot-desking requires the depersonalization of the desk, as if it was a coffee bar or a library, and that’s easier said than done. Internet companies such as Google and Yahoo, who pioneered hot-desking arrangements and whose productivity is the rationale behind this trend, have gone back to giving each employee their personal space. In fact, these companies not only left behind the “non-territorial” office, they also have recognised that productivity is best secured by physical co-presence, discouraging telecommuting.


    Office spaces now tend to be conceptualised as a “destination” with increasing amenities on the job, in an effort to attract and retain talent and encourage them to spend more time there. Examples are domestic-like interiors, gym facilities, indoor swimming pools, dry cleaners, or dentists on site. So, who knows, instead of working at home, the future could be living at the office. Obviously, increasing amenities at the office might negate the energy savings obtained by fewer and shared office desks. [20]


    In sum, office work will always include buildings, commuting, office equipment and a communication infrastructure. The focus on the location of office work—at home, in the office, or elsewhere—conceals the real cause that impacts energy use: the high energy use of all its components.


    If the commute happens, or could happen, by walking, biking, or taking a commuter train, instead of by car, the energy use advantage of working at home would be zero or insignificant. Similarly, if an office building is designed in such a way that it can be naturally lit and cooled, like in the old days, working from home would not save energy for cooling and lighting. Finally, the use of low energy office equipment and a low energy internet infrastructure would lower the energy use regardless of where people are working. In short, for energy use it doesn’t matter so much where office work happens. What really matters is what happens at these places and in between them.


    How Much Office Work Do We Need?


    In his 1986 book The Control Revolution, James Beniger states that there is a tight relationship between the volume and speed of energy conversion and material processing in an industrial system on the one hand, and the importance of bureaucratic organization and information processing, in other words, office work, on the other hand:


    Innovation in matter and energy processing create the need for further innovation in information processing and communication—an increased need for control. Until the nineteenth century, the extraction of resources, even in the largest and most developed national economies, were still carried out with processing speeds enhanced only slightly by draft animals and wind and water power.


    So long as the energy used to process and move material throughputs did not much exceed that of human labor, individual workers could provide the information processing required for its control. The Industrial Revolution sped up society’s entire material processing system, thereby precipitating a crisis of control.


    As the crisis in control spread through the material economy, it inspired a continuing stream of innovations in control technology—a steady development of organizational, information-processing, and communication technology that lags industrialization by perhaps 10 to 20 years. By the 1930s, the crisis of control had been largely contained. [1]


    Although Beniger makes no reference whatsoever to sustainability issues, what he suggests here is another strategy to lower the energy use of office work: reduce the demand for it. If office work depends on the material and energy throughput in the industrial system, it follows that reducing this throughput will lower the need for office work. A slower, low energy, and more low-tech industrial system would decrease the need for control and thus for office work. An economy with smaller organizations operating more locally, would need less office work.


    By the 1900s, all management techniques and office tools that would be used for the next 70 years had been invented. James Beniger was not impressed by the arrival of the digital computer, which was becoming ubiquitous in offices when he wrote his book:


    Contrary to prevailing views, which locate the origins of the information society in WWII or in the commercial development of television or computers, the basic societal transformation from industrial to information society had been essentially completed by the late 1930s.


    Microprocessing and computer technology, contrary to currently fashionable opinion, do not represent a new force recently unleashed on an unprepared society but merely the most recent installment in the continuing development of the con-trol revolution.


    Energy utilization, processing speeds, and control technologies have continued to co-evolve in a positive spiral, advances in any one factor causing, or at least enabling, improvements in the other two. Furthermore, information processes and flows need themselves to be controlled, so that informational technologies must continue to be applied at higher and higher layers of control—certainly an ironic twist to the control revolution. [1]


    Our so-called information economy mainly serves to manage an ever faster, larger and more complex production and consumption system, of which we have only outsourced the manufacturing part. Consequently, without the information economy—without the office—the industrial system would collape. Without the industrial system, there would be no need for the information society or the office—in fact, office work could be like it was before 1850, when the biggest bank in the US was run by just three people with a quill. [1]


    The sustainable image of the information society—as contrasted to the dirty image of the industrial society—is built on an obsession with dividing energy use into different statistical categories, fiddling around with figures on electronic calculating tools. In other words, it’s a product of office work, hiding the true nature of office work. ←


    This article was written for The Demand Centre (www.demand.ac.uk).
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        Moscow International Business Center. Image by Bpd Alonka (CC BY-SA 3.0).
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        Canary Wharf, London. Image by David Iliff (CC BY-SA 3.0).


      


    


  


  

    

      

        [image: ]

      


      

        Downtown Chicago. Image by Charles Voogd (CC BY-SA 3.0).
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        Frankfurt am Main, business district. Image by Christian Wolf (CC BY-SA 3.0 DE).
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    Why the Office Needs a Typewriter Revolution


    


    Could we rethink and redesign office equipment, combining the best of mechanical and digital devices?


    Digital equipment is one of the main drivers behind the quickly growing energy use of modern office work. Could we rethink and redesign office equipment, combining the best of mechanical and digital devices?


    The Artisanal Office (Antiquity–1870s)


    Office work has accompanied humankind since the formation of social, economic and political organization and state administration structures, and the functioning of economic trade. The first office institutions were founded in Antiquity, for example in Egypt, Rome, Byzantium, and China. The period from these early civilizations up to the beginning of the Industrial Revolution was marked by the stability of institutional forms and means of office work. [1] [2]


    The bulk of office work involved writing — copying out letters and documents, adding up columns of figures, computing and sending out bills, keeping accurate records of financial transactions. [3] The only tools were pen and paper — or rather the quill (the steel pen was invented only in the 1850s) and, before the 1100s in the Western world, stone or clay tablets, papyrus, or parchment.


    Consequently, all writing — and copying — was done by hand. To copy a document, one simply wrote it again. Sometimes, letters were copied twice: one for the record, and the other to guard against the possibility that the first might get lost. The invention of the printing press in the late middle ages freed scribes from copying books, but the printing press was not suited for copying a few office documents. [4]


    Communication was largely human-powered, too, using the feet rather than the hands: people ran around to bring oral or written information from one person to another, either inside buildings or across countries and continents. Finally, all calculating was done in the head, only aided by mathematical charts and tables (which were composed by mental reckoning), or by simple tools like the abacus (not a calculation machine but a memory aid, similar to writing down a calculation).


    The Mechanized Office (1870s–1950s)


    Before the Industrial Revolution, business operated mostly in local or regional markets, and their internal operations were controlled and coordinated through informal communication, principally by word of mouth except when letters were needed to span distances. From the 1840s onwards, the expansion of the railway and telegraph networks in North America encouraged business to grow and serve larger markets, at a time when improvements in manufacturing technology created potential economies of scale. [5]


    The informal and primarily oral mode of communication broke down and gave way to a complex and extensive formal communication system depending heavily on written documents of various sorts, not just in business but also in government. [5] Between the 1870s and the 1920s, writing, copying, and other office activities were mechanized to handle this flow of information.


    The birth of office equipment and systematic management was accompanied by three other trends. The first was the spectacular growth in the number of office workers, mainly women, who would come to operate these machines. The second was the rise of proper office buildings, which would house the quickly growing number of workers and machines. The third was a division of labor, mirroring the evolution in factories. Instead of performing a diverse set of activities, clerks became responsible for clearly defined sub-activities, such as typing, filing, or mail handling.


    This article focuses exclusively on the machinery of office work, and more specifically its evolution in relation to energy use. While it’s impossible to write a complete history of the office without taking into account the social and economic context, this narrow focus on machines reveals important issues that have not been dealt with in historical accounts of office work.


    Typewriters


    Of central importance in the nineteenth-century information revolution was the typewriter, which appeared in 1874 and became widespread by 1900. (All dates are for the US, where modern office work originated). The “writing machine” made full-time handwriting obsolete. Typing is roughly five times quicker than handwriting and produces uniform text. However, the typewriter’s influence went far beyond the writing process itself.


    For copying, an even larger gain in speed was obtained in the combination of the typewriter with carbon paper, an earlier invention from the 19th century. This thin paper, coated with a layer of pigment, was placed in between normal paper sheets. Unlike a quill or pen, the typewriter provided enough pressure to produce up to 10 copies of a document without the need to type the text more than once. The typewriter was also made compatible with the stencil duplicator, which appeared around the same time and could make a larger number of copies. Considering the importance of writing and copying, the “writing machine” was a true revolution. [4] [7]


    The typewriter didn’t reduce the amount of time that clerks spent writing and copying. Rather, the time spent writing and copying remained the same, while the production of paper documents increased. By the early years of the twentieth century, it became clear that old methods of storing documents — stacked up in drawers or impaled on spikes — could not cope with the increasing mounds of papers. This led to the invention of the vertical filing cabinet, which would radically expand the information that could be stored in a given space. [4] [8]


    Mechanical Calculators


    The typewriter quickly evolved into a diverse set of general and special purpose machines, just like the computer would one hundred years later. There appeared shorthand or stenographic typewriters (which further increased writing speed), book typewriters (which typed on bound books that lay flat when opened), automatic typewriters (which were designed to type form letters controlled by a perforated strip of paper), ultraportable and pocket typewriters (for writing short letters and notes while on the road), bookkeeping typewriters (which could count and write), and teletypewriters (which could activate another typewriter at a distance through the telegraph network). [4] [7] The latter two will be dealt with in more detail below.


    Mechanical calculating machines were another important tool in the new, mechanized office. “To clerks, mathematical machines are what the rock drill is to the subway laborer,” stated an office management manual from 1919. [9] Mechanical calculating machines could add, subtract, multiply and divide through the motion of their parts. Many of these machines had a typewriter-style keyboard with a column for each digit entered (a “full keyboard”). This allowed numbers to be entered more quickly than on a more compact ten-key device, which became common only from the 1950s. [10]


    Devices designed especially for addition (and sometimes subtraction) were known as adding machines. Adding up long lists of numbers was typical for many business applications, and in mathematical terms many offices didn’t need to function at any more sophisticated level. The first practical adding machine for routine office work — the Comptometer — was introduced in 1886. [4] [10] At the beginning of the 1900s, the typewriter and the adding machine were combined into the adding typewriter or bookkeeping machine, which became central to the processing of all financial data. [6]


    Teletypewriters


    Obviously, the telegraph (1840s) and the telephone (1870s) also had an enormous impact on office work. The typewriter, beyond its use in business and government offices, also became an essential machine in telegraph offices. Initially, the telegrapher listened to the Morse sounder and wrote the received messages directly in plain language with a typewriter. [11] In the early 1900s, a special typewriter — the “teletypewriter” or “teletype’ — was designed to transmit and receive telegraphic messages without the need for an operator trained in the Morse code. [12]


    When a telegraphist typed a message, the teletypewriter sent electrical impulses to another teletypewriter at the other end of the line, which typed the same message automatically. From the 1920s onwards, teletypewriters became common in the offices of companies, governmental organizations, banks, and press associations. They were used for exchanging data over private networks between different departments of an organization, a job previously done by messenger boys. [11]


    Starting in the 1930s, central switching exchanges were established through which a subscriber could communicate by teletypewriter with any other subscriber to the service, similar to the telephone network but for the purpose of sending text-based messages. This became the worldwide telex-network, now largely demolished. Telex allowed the instantaneous and synchronous transmission of written messages, like today’s chat or email over the internet, or like the exchange of text messages over the mobile phone network (teletypewriters could use the wireless telegraph infrastructure). Telex was also used for broadcasting news and other information, which was received on print-only teletypewriters. [11]


    The Energy Footprint of the Mechanized Office


    The office equipment that appeared in the late nineteenth century was in use until the 1970s, when it was replaced by computers. It is now considered obsolete, but upon a closer look, the superiority of today’s computerised machines isn’t as obvious as you would think. This is especially true when you take into account the energy that is required to make both alternatives work. Although it offered spectacular improvements over earlier methods, and although it could perform similar functions as today’s digital information technology, much of the office equipment described above remained manually powered for decades. [13]


    The first succesful electro-mechanical typewriter — the IBM Electromatic — was introduced in 1935, and the breakthrough came only in 1961, with the highly succesful IBM Selectric typewriters. Unlike a traditional typewriter, this machine used an interchangeable typing element, nicknamed the “golf ball,” which spins to the right character and moves across the page as you type. [13] [14]


    Although electric motors were used on some of the mechanical calculators already in 1901, electrically driven calculators became common only between the 1930s and the 1950s, depending on the type. Pinwheel calculators remained manually operated until their demise in the 1970s. [13]


    Unlike typewriters and calculating machines, the telephone and the telegraph could not function without electricity, which forms the basis of their operation. However, compared to today’s communications networks, power use was small: until the late 1950s, almost all routing and switching in the telephone and telegraph infrastructure was done by human operators plugging wires into boards. [11] [15]


    The Digital Office (1950s–today)


    With the arrival of the computer, eventually all office activities became electrically powered. The business computer appeared in the 1950s, although it was not until the mid-1980s that this “machine” became a common office tool. Reading, writing, copying, data processing, communication, and information storage became totally dependent on electricity.


    Screens, Printers and Scanners


    The computer took over the tasks of other machines in the office such as calculating machines, bookkeeping machines, teletypewriters, and vertical filing cabinets. In fact, on the surface, one could say that the computer is the office. After all, its dominant metaphor is taken from office work: it’s got a “desktop,” “files,” “folders,” “documents,” and a “paper bin.” [16] Furthermore, it can send and receive “mail,” make phone calls and accomodate (virtual) face-to-face meetings.


    On closer inspection, however, it becomes clear that the arrival of the computer also led to the appearance of new office equipment, which is just as essential to office work as the computer itself. The most important of these devices are printers, scanners, monitors, and new types of computers (data servers, smartphones, tablets). All these machines require electricity.


    Monitors and data servers appeared because the computer introduced an alternative information medium to paper, the electronic format. Printers and scanners appeared because this new medium, contrary to expectations, did not replace the paper format. Although documents can be read, written, transmitted, stored and retrieved in a digital format, in practice both formats are used alongside each other, depending on the task at hand.


    In spite of the computer, and later the internet, paper has stubbornly remained a key feature of office life. A 2012 study concluded that “most of the offices we visited were more or less full of paper.” [17] This means that the use of resources further increases: to the electricity use of the digital devices, we also have to add the resources involved in making paper.


    In their 2002 book The Myth of the Paperless Office, Abigail Sellen and Richard Harper investigate why and how office workers — especially the growing group of knowledge workers — are still using paper while new, digital technologies have become so widely available. [8]


    They argue that office workers’ reluctance to change is not simply a matter of irrational resistance: “These individuals use paper at certain stages in their work because the technology they are provided with as an alternative does not offer all they need.” Obviously, digital documents have important advantages over paper documents. However, paper documents also have unique advantages, which are all too often ignored.


    For example, it was found that office workers actively build up different kinds of paper arrangements on or near their office desks, reminding them of different matters and preparing them for specific tasks. Computers do not reproduce this kind of physical accumulation. Information exchange, for example in meetings, is another common office practice in which paper is used. Actions performed in relation to paper are, to a large extent, made visible to one’s colleagues, facilitating social interaction. When using a laptop, it’s impossible to know what other people in a meeting are looking at. [8] [17]


    Welcome to the Paperless Office


    Most important, however, is the point that paper tends to be the preferred medium for reading documents. Paper helps reading because it allows quick and flexible navigation through and around documents, reading across more than one document, marking up a document while reading, and interweaving reading and writing — all important activities of modern knowledge work. [8]


    Although some electronic document systems support annotation, this is never as flexible as pen and paper. Likewise, moving through online documents can be slow and frustrating — it requires breaking away from ongoing activity, because it relies heavily on visual, spatially constrained cues and one-handed input. Opening multiple windows on a computer screen doesn’t work for back-and-forth cross-referencing of other material during authoring work, both because of slow visual navigation and because of the limited space on the computer screen. [8]


    The use of multiple computer screens (and the use of multiple computers at the same time) is an attempt to overcome the inherent limits of the digital medium and make it more “paper-like.” With multiple screens, it becomes possible to interweave reading and writing, or to read across more than one document. Research has shown that work productivity increases when office workers have access to multiple screens — a result that mirrors Sellen and Harpers findings about the importance of paper. [18] [19] [20] [21]


    The use of multiple monitors is rapidly increasing in the workplace, and the increase in “screen real estate” is not limited to two screens per office worker. [19] [21] Fully integrated display sets of twelve individual screens are now selling for around $3,000. [22] A recent innovation are USB-powered, portable monitors, aimed at travelling knowledge workers but just as handy at the office. Because these monitors have their own set of dedicated hardware, rather than putting all the work of another screen on the computer itself, it’s possible to connect up to five portable screens to a laptop. [23] A multi-touchscreen keyboard, already on the market, could solve the annotation issue.


    The Energy Footprint of the Digital Office


    The problem with extra screens is that they increase energy use considerably. Adding a second monitor to a laptop roughly doubles its electricity use, adding five portable screens triples it. A 12-screen display with a suited computer to run it consumes more than 1,000 watt of power. If paper use can be reduced by introducing more and more computer screens, then the lower resource consumption associated with paper will be compensated for with a higher resource consumption for digital devices.


    A similar switcheroo happened with information storage and communication. Digital storage saves paper, storage space and transportation, but in order to make digital information readily accessible, dataservers (the filing cabinets of the digital age) have to be fed with energy for 24 hours per day. And just as the typewriter and carbon paper increased the production of documents, so did the computer. Especially since the arrival of the internet, people can access more information more easily than ever before, resulting in an increase of both digital and paper documents. Ever cheaper, faster and better quality printers and copiers — all digital devices — keep encouraging the reproduction of paper documents. [8]


    The computer increases energy use in many different ways. First of all, digital technology entails extra energy use for cooling — the main energy use in office buildings. A 2011 study, which calculated the energy use of two future scenarios, concluded that if the use of digital technology in the office keeps increasing, it would become impossible to design an office building that can be cooled without air-conditioning. [24] In the “techno-explosion” scenario, all office workers would have two 24” computer screens, a 27” touchscreen keyboard, and a tablet. The perhaps extreme scenario also includes one media wall per 20 employees in the office break zone.


    On top of operational energy use and cooling comes a higher energy use during the manufacturing phase. The energy used for making a typewriter was spread out over many decades of use. The energy required for the production of a computer, on the other hand, is a regularly reoccuring cost because computers are replaced every three years or so. The internet, which has largely engulfed the telephone and telegraph infrastructure, has become another major source of power demand. The network infrastructure, which takes care of the routing and switching of digital information, uses roughly as much energy as all end-use computers connected to the internet combined.


    The Lower Energy Office of the Future


    The typewriter was just as revolutionary in the 1900s as is the computer today. Both machines transformed the office environment. However, when we consider energy use, the obvious difference is that the second information revolution was accomplished at much higher costs in terms of energy. So, maybe we should have a good look at pre-digital office equipment and find out what we can learn from it.


    During the last ten years or so, the typewriter has seen a remarkable revival with artists and writers, a trend that was recently documented in The Typewriter Revolution: A typist Companion for the 21st Century (2015). [14] Like paper, the typewriter has many unique benefits. Obviously, a manual typewriter requires no electricity to operate. If it’s built before the 1960s, it’s built to outlast a human life. A typewriter doesn’t become obsolete because its operating system is no longer supported, and it can be repaired relatively easily using common tools. If we compare energy input with a simple measure of performance, the typewriter gets a better score than the computer.


    There are also practical advantages. A typewriter is always immediately ready for use. It needs no virus protection or software updates. It can’t be hacked or spied upon. Finally, and this is what explains its success with writers and poets: it’s a distraction-free, single-purpose machine that forces its user to focus on writing. There are no emails, no news alerts, no chat messages, no search engines and no internet shops.


    For office workers, and for knowledge workers in particular, a typewriter could be just as useful as for a poet. Computers may have increased work productivity, but nowadays they are “connected to the biggest engine of distraction ever invented,” the internet. [14] Studies indicate that web web activities are among the main distractions that keep office workers away from productive work. [25] [26] Many online applications are especially designed to be addictive. [27]


    A typewriter also forces people to write differently, combating distraction within the writing process itself. There is no delete key, no copy-and-paste function. With the computer, editing “became a part of writing from the very start, making the writer ever anxious about anything that just took place.” [28] The typewriter, on the other hand, forces the writer to think out sentences carefully before committing them to paper, and to keep going forward instead of rewriting what was already written. [14]


    The “Back-in-Time” Sustainable Office


    How can we insert the common sense of the typewriter — and other pre-digital equipment — into the modern office? Basically, there are three strategies. The most radical is to replace all our digital devices by mechanical ones, and replace all dataservers with paper stacked in vertical filing cabinets, in other words we could go back in time.


    This would surely lower energy use, and it’s the most resilient option: for all their wonders, computers serve absolutely no purpose when there’s no electricity. Nevertheless, this is not an optimal strategy, because we would lose all the good things that the computer has to offer. “The enemy isn’t computers themselves: it’s an all-embracing, exclusive computing mentality,” writes Richard Polt in The Typewriter Revolution. [14]


    Another strategy is to use mechanical office equipment alongside digital office equipment. There’s some potential for energy reduction in the combined use of both technologies. For interweaving reading and writing, the typewriter could be used for writing and the computer screen for reading, which saves an extra screen and a printer. A typewriter could also be combined with a low energy tablet instead of a laptop or desktop computer, because in this configuration the computer’s keyboard is less important.


    Once finished, or once ready for final editing in a digital format, a typewritten text can be transferred to a computer by scanning the typewritten pages. The actual typewritten text can be displayed as an image (“typecasting”), or it can be scanned with optical recognition software (ORC), which converts typewritten text into a digital format. This process implies the use a scanner or a digital camera, however these devices use much less energy than a printer, a second screen, or a laptop. By reintroducing the typewriter into the digital office, the use of the computer could thus be reduced in time, while the “need” for a second screen disappears.


    The Low-tech Sustainable Office


    The third strategy is to rethink and redesign office equipment, combining the best of mechanical and digital devices. This would be the most intelligent strategy, because it offers a high degree of sustainability and resilience while keeping as much of the digital accomplishments as possible. Such a low-tech office requires a redesign of office equipment, and could be combined with a low-tech internet and electricity infrastructure.


    E-Typewriters


    For low-tech writing, a couple of devices are available. A first example is the Freewrite, a machine that came on the market earlier this year after a succesful crowdfunding campaign. [29] Like a typewriter, it’s a distraction-free machine that can only be used to write on, and that’s always instantly ready to be used. Unlike a typewriter, however, it has a 5.5” e-paper screen, it can store a million pages, and it offers a WiFi-connection for cloud-backups. Files are saved in plain text format for maximum reliability, minimal file size, and longest anticipated support.


    Apart from a backspace key, there is no way to navigate through the text, and the small screen only displays ten lines of text. Drafting and editing have been separated with the intent to force the writer to keep going. For editing or printing, the text is then transferred to a computer using the WiFi connection.


    The device is stated to have a “4+ week battery life with typical usage,” which is defined as half an hour of writing each day with WiFi turned off. That’s a strange way to communicate that the machine runs 14 hours on one battery charge, and when I asked the makers how much power it needs they answered that they “don’t communicate this information.” Nevertheless, enabling 14 hours of writing already beats the potential of the average laptop by a factor of three.


    Hardware Word Processors


    Another type of digital typewriter is the hardware word processor. Before word processing became software on a personal computer in the 1980s, the word processor was a stand-alone device. Like a typewriter, a hardware word processor is only useful to write on, but it has the added capability of editing the text before printing. Although hardware word processors work and look like computers, they are non-programmable, single-purpose devices. [30] [31]


    The great advantage of a hardware word processor is that both writing and editing can happen on the same machine — a typewriter or a machine like the Freewrite requires another machine to do the editing (unless you write multiple versions of the same text). The hardware word processor virtually disappeared when the general-purpose computer appeared. One notable exception is the Alphasmart, which was produced from 1992 until 2013.


    This rugged portable machine is still widely traded on the internet and developed a cult following, especially among writers. The Alphasmart was conceived as an affordable computer for schools, but the low price was not its only appeal. The machine responded to the need for a tool that would make kids concentrate on writing, and not on editing or formatting text. Although it has full editing capabilities, the small screen (showing 6 lines in the lastest model) invites writing rather than excessive editing.


    The Alphasmart is especially notable for its energy efficiency, using as little electricity as an electronic calculator. The latest model could run for more than 700 hours on just three AA-batteries, which corresponds to a power use of 0.01 watt. The machine has a full-sized keyboard but a small, electronic calculator-like display screen, which requires little electricity. It has limited memory and goes into sleep-mode between keystrokes. The Alphasmart can be connected directly to a printer via a USB-cable, bypassing a computer entirely if the aim is to produce a paper document. Transferring texts to the computer for digital transmission, storage or further editing also happens via cable. [32] [33]


    Interestingly, Alphasmart released a more high-tech version of the device in 2002, the Alphasmart Dana. It was equipped with WiFi for transmitting documents, it had 40 times more memory than its predecessor, and it featured a touchscreen. The result was that battery life dropped twentyfold to 25 hours, clearly showing how quickly the energy use of digital technology can spiral out of control — although even this machine still used only 0.14 watts of power, roughly 100 times less than the average laptop. [32] [33]


    Of course, a low-tech office doesn’t exclude a real computer, a device that does it all. A small tablet with a wireless keyboard can be operated for as little as 3W of electricity and many of the capabilities of a laptop (including the distractions). An alternative to the use of a tablet is a Raspberry Pi computer, combined with a portable USB-screen. Depending on the model, a Raspberry Pi draws 0.5 to 2.5 watts of power, with an extra 6 or 7 watts for the screen. A Pi can serve as a fully functional computer with internet access, but it’s also very well suited for a single-purpose, distraction-less word processing machine without internet access. Such machines could be powered with a solar system small enough to fit on the corner of a desk.


    Dot-Matrix Printers


    Unless we revert to the typewriter, the office also needs a more sustainable way of printing. Since the 1980s, most printing in offices is done with a laser printer. These machines require a lot of energy: even when we take into account their higher printing speed, a laser printer uses 10 to 20 times as much electricity than a inkjet printer. [34] Unfortunately, inkjet printers are much more expensive to use because the industry makes a profit by selling overpriced ink cartridges.


    Until the arrival of the laser printer, all printing in offices was done by dot-matrixprinters. Their power use and printing speed is comparable to that of inkjet printers, but they are much cheaper to use — in fact, it’s the cheapest printing technology available. Like a typewriter, a dot-matrix printer is an impact printer that makes use of an ink ribbon. These ribbons are sold as commodities and cost very little. Unlike a typewriter, the individual characters of a matrix printer are composed of small dots.


    Dot-matrix printers are still for sale, for applications where printing costs are critical. Although they’re not suited for printing images or colors, they are perfect for the printing of text. They are relatively noisy, which is why they were sometimes placed under a sound-absorbing hood. There is no practical low-tech alternative for the copier machine, which only appeared in the 1950s. However, since a photocopier is a combination of a scanner and a laserprinter, the copying of paper documents could happen by using a combination of a computer with a scanner and a dot-matrix or inkjet printer.


    The information society promises to dematerialize society and make it more sustainable, but modern office and knowledge work has itself become a large and rapidly growing consumer of energy and other resources. Choosing low-tech office equipment would be a great start to address this problem. Such a strategy is especially significant in that the energy use goes far beyond the operational electricity use on-site. ←


    Thanks to Elizabeth Shove, who pointed me to some of the most important references, and to Karolien Buurman and Thomas Op de Beeck, who made me (re)discover the dot-matrix printer.
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        The Typewriter Manifesto. From “The Typewriter Revolution: A Typist’s Companion for the 21st Century,” Richard Polt, 2015.
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        1907 Accounting Department, E&J Burke, New York.
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        Large Bell System international telephone switchboard in 1943. US National Archives.


      


    


  


  

    

      

        [image: ]

      


      

        Hunter, David E. “Vertical filing cabinet.” U.S. Patent No. 1,734,168. 5 Nov. 1929.
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        A card catalog in the University Library of Graz, Austria. Image by Dr. Marcus Gossier (CC BY-SA 3.0).
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        Carbon paper. CC BY-SA 2.5, Wikipedia Commons.
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        An image of President Kennedy, using nothing but characters, sent by teleprinter.
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        Typewriter from the 1970s.
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        The Alphasmart.
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        Underwood accounting machine.
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        A dot-matrix printer. Image by Oguenther (CC BY-SA 3.0).
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        American computer scientsist Bob Braden plots the future of the paperless office in 1996. Image by Carl Malamud (CC BY 2.0), Wikimedia Commons.
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        The use of multiple computer screens is an attempt to overcome the inherent limits of the digital medium. Image in the public domain, Wikimedia Commons.


      


    


  




  

    References


    [1]:	Evolution of the office building in the course of the 20th century: Towards an intelligent building, Elzbieta Niezabitowska &amp; Dorota Winnicka-­Jaskowska, in Intelligent Buildings International, 3:4, 238-249, 2011.


    [2]:	Economy and Society, Max Weber, 1922.


    [3]:	Woman’s place is at the typewriter, Margery W. Davies, 1982. Quoted by the Early Office Museum.


    [4]:	Machines in the Office, Rodney Dale and Rebecca Weaver, 1993.


    [5]:	Control through Communication: The Rise of System in American Management (Studies in Industry and Society), JoAnne Yates, 1989.


    [6]:	Innovation Junctions: Office Technologies in the Netherlands, 1880-1980, Onno de Wit, Jan van den Ende, Johan Schot and Ellen van Oost, in Technology and Culture, Vol. 43, No. 1 (Jan., 2002), pp. 50-72.


    [7]:	Early Office Museum, website.


    [8]:	The Myth of the Paperless Office (MIT Press), Abigail Sellen and Richard Harper, 2003.


    [9]:	Office Management, Geoffrey S. Childs, Edwin J. Clapp, Bernard Lichtenberg, 1919.


    [10]:	Calculating Machines, Adding Machines. Smithsonian National Museum of American History.


    [11]:	The Myth of the Paperless Office (MIT Press), Anton A. Huurdeman, 2003.


    [12]:	Teleprinter, Encyclopedia Britannica.


    [13]:	Nobody seems to have researched the energy use of pre-digital office equipment, so this information is partly derived from an online search through the databases of eBay, the Smithsonian Institution, and the Early Office Museum, and partly on fragmentary information from secondary sources. For example, a 1949 survey of the equipment in high school office machine courses in the state of Massachussetts shows that the majority of typewriters, calculators, adding machines, duplicators and addressing machines were manually operated, although most of these machines were less than 10 years old.


    [14]:	The Typewriter Revolution: A Typist’s Companion for the 21st Century, Richard Polt, 2015.


    [15]:	Gift of Fire, A Social, Legal, and Ethical Issues in Computing, Sara Baase, 1997.


    [16]:	How the computer changed the office forever, BBC News, August 2013.


    [17]:	Mundane Materials at Work: Paper in Practice, Sari Yli-Kauhaluoma, Mika Pantzar and Sammy Toyoki, Third International Symposium on Process Organization Studies, Corfu, Greece, 16-18 June, 2011.


    [18]:	Productivity and multi-screen computer displays (PDF), Janet Colvin, Nancy Tobler, James A. Anderson, Rocky Mountain Communication Review, Volume 2:1, Summer 2004, Pages 31-53.


    [19]:	Evaluating user expectations for widescreen content layout, Joseph H. Goldberg and Jonathan Helfman, Oracle, 2007.


    [20]:	Are two monitors better than one?, J.W: Owens, J. Teves, B. Nguyen, A. Smith, M.C. Phelps, Software Usability Research Laboratory, August 2012.


    [21]:	Are two better than one? A comparison between single and dual monitor work stations in productivity and user’s windows management style. Chen Ling, Alex Stegman, Chintan Barhbaya, Randa Shehab, International Journal of Human-Computer Interaction, September 2016.


    [22]:	http://www.multi-monitors.com/Twelve_Monitor_Display_Arrays_s/53748.htm.


    [23]:	The best USB-powered portable monitors, Nerd Techy, 2016.


    [24]:	Trends in office internal gains and the impact on space heating and cooling, James Johnston et. al, CIBSE Technical Symposium, September 2011.


    [25]:	Employees waste 759 hours each year due to workplace distractions, The Telegraph, June 2015.


    [26]:	Internet Addiction: A New Clinical Phenomenon and Its Consequences, Kimberly S. Young, American Behavioral Scientist, Vol. 48 No.4, December 2004.


    [27]:	The Binge Breaker, The Atlantic, November 2016.


    [28]:	The future of writing looks like the past, Ian Bogost, The Atlantic, May 2016.


    [29]:	Freewrite, website.


    [30]:	Word Processing (History of), Encyclopedia of Library and Information Science, Vol. 49, pp. 268-78, 1992.


    [31]:	A brief history of word processing (through 1986), Brian Kunde.


    [32]:	AlphaSmart: a history of one of Ed-Tech’s Favorite (Drop-Kickable) Writing tools, Audrey Watters, Hackeducation, July 2015.


    [33]:	AlphaSmart: Providing a Smart Solution for one Classroom-Computing “Job,” James Sloan, Inno Sight Institute, April 2012.


    [34]:	Zeven instap zwart-wit laserprinters vergelijktest, Hardware.info, December 2014. The data were corrected for the higher printing speed of the laser printer.


  




  

    How to Get Your Apartment Off the Grid


    


    How to get your apartment off the grid using a low-voltage direct current solar system on window sills and balconies.


    The typical solar PV power installation requires access to a private roof and a big budget. However, wouldn’t it be possible to get around these obstacles by installing small solar panels on window sills and balconies, connected to a low-voltage direct current (DC) distribution network? To put this theory to the test, I decided to power Low-tech Magazine’s home office in Spain with solar energy, and write my articles off the grid.


    Solar panels have become cheaper and more efficient in recent years, but they are far from a universal solution, even in sunny regions. One reason is that a typical solar photovoltaic (PV) installation is still beyond the budget of many people. The average pricing for a 5kW residential PV system completed in 2014 varied from $11,000 in Germany to $16,450 in the USA. [1] [2] Roughly half of that amount concerns the installation costs. [3]


    A second obstacle for solar power is that not everybody lives in a single-family dwelling with access to a private roof. Those who reside in apartment buildings have little chance of harvesting solar power with a conventional roof-mounted system. Furthermore, in apartment buildings, the roof would quickly become too crowded to cover the electricity use of all residents, a problem that grows larger the more floors there are in a building. Lastly, a typical solar installation is problematic when you’re renting a place, whether it’s a house or an apartment.


    I’m one of those people who runs into every one of these obstacles: I live in a flat, I rent the place, and I don’t have the budget for a conventional solar system. However, I receive a lot of sunshine. My apartment is located near Barcelona in Spain, a city with an average solar insolation of almost 1,700 kWh/m2/year (which is also the average figure across the USA). Furthermore, the 60 m2 apartment has the balcony and all windows facing south–southwest, and there is no shading by trees or other buildings.


    These conditions allow me to get through the winter without a heating system, relying only on solar heat and thermal underclothing. Hot water is supplied by a solar boiler, which was installed by the landlord. Clothes are dried on the balcony. While tinkering with solar panels for an art project, I got an idea: with the sun already powering so much of my living space, wouldn’t it also be possible to harvest solar power from the window sills and the balcony and take my apartment off the electricity grid? Such a PV installation would solve my problems:


    •	I don’t need access to the roof.


    •	I can install the system myself, which makes it much cheaper.


    •	I can take the solar installation with me if I move to another place.


    Obviously, the big question is whether or not such an unconventional solar system could generate the necessary electricity. As a first experiment, I decided to power my 10 m2 home office with solar panels placed on the 2.8 m long window ledge that runs along the windows of the office and the adjacent bedroom.


    Solar Powered Home Office


    The window in my office is quite small (at 1.5 m2, it takes up only half of one wall). However, there’s no need for power in the bedroom, which has been lighted by three IKEA SUNNAN lamps for years. Consequently, the full window ledge is available to power the home office. It offers enough space for five solar panels of 10W each, providing me with 50 watt-peak of solar power. The balcony will serve to power the rest of the apartment, and the plans for that second project are outlined at the end of this article.


    With their placement on the window sill, the panels are shaded by the building itself in the morning. They receive direct sunlight from about 10 am to 5 pm in the pit of winter (a total of 7 hours), and from roughly 1 pm to 9 pm in the height of summer (a total of 8 hours). The maximum energy production is thus roughly 400 Wh per day.


    The solar panels are connected in parallel and coupled to a solar charge controller and 550 Wh of lead-acid batteries. Assuming a 33 percent Depth-Of-Discharge (DoD) and a round-trip battery efficiency of 80 percent, this gives me a maximum energy storage of roughly 150 Wh.


    Now let’s look at the energy use of my home office, before it was solar powered. I sit here working most of the days, either researching, writing, or building and repairing stuff. Devices that regularly use electricity are:


    •	A laptop, which requires an average 20 watts of power.


    •	An external computer screen, which needs 16.5W of power.


    •	Two CFL lamps (20W and 12W) and one LED-lamp (3W).


    Home Office Power Use


    This adds up to 35W of power during the day (with only the laptop and the screen in use) and 70W after sunset (the laptop, the screen, and the lights). I usually work in the mornings and evenings, roughly from 10 am to 2 pm and from 8 pm to 1 am. During the afternoon, I do other stuff or I work in the library.


    Total electricity use in my office is thus (on average) 500 Wh per day, with little variation between winter and summer. On cloudy days I also use lights in morning, which can raise energy use to 640 Wh per day. Then there are some devices that occasionaly need power:


    •	A laser printer, which uses 4Wh of energy for warming up and printing eight text pages. This corresponds to operating my desk lamp (5W) for more than 45 minutes.


    •	A pair of PC loudspeakers (1.5W of power).


    •	Three USB bicycle lights (each use 1.4W of power while charging).


    •	A digital camera, which uses 3W while charging.


    •	A fan, which uses 30–40 watts of power.


    •	A mobile phone (a dumb one) that’s charged once every few weeks.


    Obviously, my solar PV system doesn’t produce enough energy to power my home office. While regular electricity use is at least 500 Wh on a 9-hour working day, the window sills give me a maximum of 400 Wh per day. On overcast days, energy production can be as low as 40 to 200 Wh per day, depending on the type of cloud cover. Furthermore, energy storage is only 150 Wh under ideal circumstances, while most energy use (350 Wh) is after sunset.


    And yet, here I am, typing this article on a solar powered laptop in a room that’s lit by solar power. How is this possible? By following these strategies:


    •	Maximize solar power production by tilting the panels according to the season.


    •	Minimize power use by installing a low-voltage DC grid and using DC appliances.


    •	Force yourself to lower energy demand on dark days by going off the grid.


    Below, we look at these points in more detail. My solar system has been in operation since November 2015, initially with only two 10W panels. Three more panels were added in early spring.


    1. Adjust the Tilt of the Solar Panels


    Roof-mounted solar panels usually have a fixed angle in relation to the sun. Because the elevation of the sun varies throughout the year, a fixed angle is always a compromise. Panels that lay horizontal on a flat roof are relatively well positioned for energy production in summer, but much less so for use in winter. On the other hand, tilted solar panels perform much better in winter but not as well as in summer. On sloped roofs, the angle of the panels is often determined by the angle of the roof, which isn’t necessarily the best angle for solar power production.


    Adjusting the angle of a solar panel according to the season can increase electricity production significantly in winter. In December, a PV panel in Barcelona that’s optimally tilted towards the winter sun can triple electricity generation compared to a horizontally placed panel. Because the advantage is much smaller in other seasons, the average annual increase in power production is less than 10 percent. However, tilting the panels is the key to harvesting enough solar power during the winter months, when power shortages are most probable.


    In the case of a balcony or window sill solar PV system, adjusting the angle of the solar panels is as simple as watering the plants. Although you could make small adjustments every hour, day or month, adapting the angle two or four times per year is as far as you should go.


    There’s another advantage to having the solar panels so close at hand: they can be cleaned regularly. Roof-mounted solar panels rarely get cleaned because the roof usually isn’t very accessible. Losses due to dust and dirt are assumed to be 1 percent of generated energy, but in dry and dusty regions, as well as in traffic-heavy areas, they can be as high as 4–6 percent if washing is not undertaken on a regular basis. [4]


    Obviously, it’s crucial that the panels don’t fall off the window ledge, no matter what happens. Window sills differ in shapes and sizes, which calls for a custom-made supporting structure. I have a fixed metal bar at my window sill, aimed at protecting plant containers, which allows me to securely lock the solar panels in place. I guess I’m lucky to have this, but it also shows how small design changes can make a big difference. As an additional safety measure, I loaded the wooden base of each panel with some heavy rocks.


    Adding a mechanism to vary the tilt of the panels complicates the design, because the moving part has to be just as sturdy as the base. Following some failed attempts, I found a mechanism that seems to work, using vintage Meccano rods (2–3 layers thick and with larger nuts and bolts). One rod is connected to the base of the structure, while another is connected to the wooden board that carries the panel. Both rods are connected to each other in the middle. Loosening this connection allows me to adjust the length of the supports and thus the angle of the solar panels.


    Solar PV Windows?


    Some readers might consider my approach soon-to-be-obsolete, because several companies are working on “solar PV windows:” glass that doubles as an electricity generator. However, this technology would not perform as well as adjustable solar panels on window sills, for several reasons.


    First of all, solar PV windows are most often entirely vertical, which is never an efficient angle to generate solar power — their power generation is about 3 times lower than horizontal panels. [5] Secondly, in summer it would be impossible to open the windows or lower the shutters, which would quickly overheat my office and introduce a need for air-conditioning.


    My solar PV installation, on the other hand, can produce power when the shutters are closed and when the windows are open. Last but not least, a window-integrated solar panel can’t be taken with you when you move, while my system is entirely mobile.


    2. Opt for a Low-Voltage DC System


    Typical solar PV systems convert the direct current (DC) electricity produced by solar panels into alternating current (AC) in order to make it compatible with the AC distribution system in a building. Because many modern appliances operate internally on DC, the AC electricity is then converted back to DC. The DC/AC-conversion is done by an inverter, which sits between the solar charge controller and the load. The second conversion happens in the (external or internal) AC/DC adapter of the devices that are being used.


    The trouble with this double energy conversion is that it generates substantial energy losses. This is especially true in the case of solid-state devices such as LEDs and computers, where the combined losses of the DC/AC/DC conversion amount to roughly 30 percent — see our previous article for further detail. Because these are also the devices that make up most of the load in my home office, it makes a lot of sense to avoid these losses by building a low-voltage DC system instead.


    Like in a boat or a camper, the 12V DC electricity of my solar panels is used directly by 12V DC appliances, or stored in 12V DC batteries. If my solar panels generate their maximum output of 50W, my devices have 50W available. When battery power is involved, charging and discharging the battery adds 20 percent of energy loss, which leaves 40W available for the appliances.


    On the other hand, in a typical solar PV installation where a DC/AC/DC energy conversion takes place, the devices would only have 35W available, and the rest would be lost as heat during energy conversion. If lead-acid battery storage is used in such a system, only 28W of power remains. In short, in my specific case, choosing a DC system multiplies power production by 1.4 times.


    The choice for a DC system saves not only energy but also space and costs. Less solar panels are needed and there’s no need to buy a DC/AC inverter, which is a costly device that needs to be replaced at least once during the life of a solar system. Most importantly, you can build a DC solar power system yourself, even if you’re as clumsy as I am. A low-voltage DC grid (up to 24V) is safe to handle because it carries no risk of electric shock. [6] Adding up all costs, I took my home office off the grid for less than 400 euro.


    Where to Find DC Appliances?


    Mounting a DC system implies the use of DC-compatible devices. However, because so many modern appliances operate internally on DC, this doesn’t mean that you have to buy everything anew. To adapt the lighting in my office, I simply cut the mains plugs from the power cords, replaced them with DC-compatible plugs that fit straight into my solar charge controller, and substituted the light bulbs with 12V LED-bulbs. To run the laptop on DC, I replaced the power adapter by a DC-compatible power cord, which is available for use in cars. These power cords can be bought for every laptop model you can imagine.


    Other devices are harder to adapt because the AC/DC adapter is located in the device itself. For example, I haven’t figured out yet how to convert my external computer screen to operate directly on DC power.


    Appliances that cannot be converted are usually available in a 12V DC version. Examples are refrigerators, slow cookers, televisions, air compressors, or power tools. These can be more expensive than their AC counterparts, because they are produced in much smaller quantities. DC refrigerators are very expensive because they use vacuum insulation. While this makes sense in a camper or sailboat where space is restricted, it’s a needless cost in a common building.


    The cigarette lighter receptacle in cars, initially designed to power an electrically heated cigarette lighter, has been the de facto standard DC connector for decades. More recently, it has been joined by another low voltage DC distribution system, the USB connector. USB cables operate on 5V DC and can transfer both data and energy. Many consumer electronics are now powered by them.


    Currently, these devices are charged by the USB-port of a laptop or desktop computer, but they could be plugged straight into a solar PV system. While the standard USB-cable carries a maximum power of only 10 watts, the newer USB-PD standard accommodates devices with a power consumption of up to 100 watts.


    Overcast Days


    The choice for a DC system has lowered power consumption in my home office considerably. My laptop’s energy use has decreased by about 20 percent. Switching to DC-direct LED-lamps has halved power use for lighting from 35 to 16 W. Based on the 9-hour working day described earlier, daily energy use of regularly used devices in my home office has come down from 500 to 350 Wh/day. This brings average energy use below energy production on sunny days (400 Wh), which are plentiful where I live.


    In reality, the external computer screen and the laser printer are still running on grid power. The 350 Wh of energy use mentioned above includes the hypothetical use of a DC external screen (saving 15 percent of power compared to the AC version), but not the energy use of the printer. However, on sunny days, I have a significant surplus of electricity, which suggests that I could also operate the external screen and the printer. Even on partly cloudy days energy is abundant.


    However, energy use remains too high during overcast days, when power production is between 40 and 200 Wh per day. Obviously, adding more solar panels and batteries would solve the issue, but that’s not the way to go because the solar PV system would become more expensive, less practical, and less sustainable.


    To guarantee a daily 350 Wh of electricity during three consecutive heavy overcast days in December (a worst case scenario of only 40 Wh energy production per day), I would need to increase solar power capacity fourfold, from 50 to 200W peak capacity, and provide at least five times more batteries.


    Although it would be possible to install 200W on the window sills, in that case the solar panels would stop solar light and heat from entering the rooms, which would be counterproductive. Furthermore, I would produce way too much electricity for most of the year.


    3. Adjust Energy Demand to Meet Available Supply


    There’s another option to make the numbers match if there’s not enough sun available, and that’s using less energy. Suggesting a reduction in energy use is rather controversial, but there are a surprisingly large number of ways to reduce energy use, without having to revert to a typewriter and candles. Here are some possibilities for my home office:


    •	I could install a second working desk right next to the window. This eliminates the need for artificial lighting on dark winter days, which saves me at least another 40 Wh on days that electricity production is at its lowest.


    •	I could use less lights in evening during low solar power days. For most of the year, I have sufficient energy available to use all the lights in the room. However, most of the days I get by with only two lamps, and if necessary I could use a single 5W or even 3W lamp. When solar production is at its lowest, the latter still gives me more than 13 hours of light. I will never have to spend a night in the dark.


    •	I could shift loads towards sunny afternoons. Even in winter, the batteries can already be fully charged by around 2 or 3 pm on sunny days. Adding extra load to the system during these periods takes advantage of solar energy that would otherwise get wasted. This is when I can charge the bicycle lights, the digital camera or the phone, or when I can use the 12V soldering iron (my only power tool) or the printer. In summer I can use the surplus of energy to power two small USB-fans, and of course that’s the time when I need the fans the most.


    •	I could change my working schedule. If I could manage to work from 9 am to 6 pm instead of in morning and evening, I obtain a double energy savings. I would need no more lighting, except for one hour or so in winter (which saves 70 to 80 Wh/day). Secondly, I would use more electricity while it’s being generated, avoiding 20 percent battery charging and discharging losses while operating the laptop at night and in mornings (which saves another 30Wh). Changing my working schedule would lower daily electricity use to roughly 125Wh, less than half of maximum power production. Furthermore, all battery capacity would be available for overcast days, because there is no energy use at night.


    •	I could adapt computer work to solar conditions. There’s a remarkable difference in power use for the laptop between writing (roughly 15W) and surfing the web (roughly 25W). In other words, I can work almost twice as long when I’m writing, which I could do whenever available energy is low.


    •	I could ditch my external computer screen. It can be very handy for some work, giving both a screen to read and a screen to write, but most of the time it’s just wasting energy without being very useful. Ditching the external screen would save me another 150 Wh per day. However, it would probably increase the use of the printer, so it remains to be seen if this option really saves energy.


    •	During consecutive, heavy overcast days, I could revert to more drastic measures, like working in the library or not working at all. Or, I could do work that doesn’t involve any energy use during the day, such as reading books and taking notes by hand. This would bring extra advantages; it can be refreshing to disconnect and concentrate on something in the old-fashioned way. Going out one evening is a fun and easy way to keep the power level high enough during periods of bad weather.


    •	I could build a pedal powered generator for when I really need more electricity during overcast days. Strictly speaking, this is not a reduction of energy demand, but of course it implies an effort from my side. Pedalling for 1 to 1.5 hours would generate roughly 100 Wh of electricity, which would allow me to work on the computer for 3 to 5 hours, or to operate the 5W LED-light throughout the night.


    By keeping an eye on my barometer and being a bit flexible, it’s not that hard to plan work according to the weather. However, until now I managed to take advantage of these opportunities mostly when it comes to lighting, and less so when using the laptop. This has nothing to do with computer use being less flexible than lighting. Rather, it’s a consequence of how the system is built.


    This became clear due to the rather clumsy way that I set up my experiment. Obviously, I wanted to test the installation in the depth of winter before writing about it. However, I only had two solar panels at the time. Therefore, I first tested my solar powered home office by running the laptop on solar energy for two weeks (while running the lights on grid power), followed by a two-week test of running the lights on solar energy (and the computer on grid power).


    The results were remarkably different for both periods. With the laptop, I could always fall back on grid power by simply switching the power cord. Consequently, there were no external factors that forced me to change my way of working in order to remain within the limits of the energy budget on a dark day. For lighting, however, it was impossible to fall back on grid power. I had to cut the power cords of all lamps to make them compatible with the 12V DC grid, which meant that I could not run them on AC grid power anymore.


    During low power periods, I had no other choice than to lower energy demand for lighting, and that’s exactly what I did, quite effortlessly I must say. I quickly made an extra desk at the window to avoid using artificial lights in morning, I switched the lights off whenever I left the room, and I worked with just a 5W or even a 3W light bulb if necessary.


    Five months later, I have become totally accustomed to adjusting light levels to available solar power. On the other hand, I keep plugging my laptop into the grid if energy runs low. Why? Because I can. [7]


    Consequently, going off-grid seems to be the key to lowering energy demand considerably. [8] Having a limited energy supply also encourages the use of more energy efficient technology. For example, the energy savings I made by replacing the two remaining CFL lamps by LEDs could also have been achieved without building a solar PV system. However, the option only occurred to me after I took up the challenge of powering the office with solar energy.


    If I would not be able to fall back on grid power, I would probably also get a more energy efficient laptop. [9] In the future, I could also switch to lithium-ion batteries, which have lower losses than lead-acid batteries. Investing in more energy efficient technology would allow me to run the computer and the lights longer with the same amount of solar panels. With a limited power supply, there’s no risk of rebound effects that negate these benefits.


    Build Multiple Solar PV Systems


    As mentioned at the beginning of the article, the solar powered home office is only the first step towards converting the whole apartment to solar power and going totally off-grid. The second project will be the installation of a solar system on the 6-meter long balcony in front of the living room and the (open) kitchen. It will power the lights, the stereo-installation, the Wifi-router, all computer use outside the office, and all kitchen appliances.


    This second experiment is much more challenging for two reasons. First, the living room and kitchen will also be used by the second person in this household, which will make it more complicated to manage energy use. Furthermore, although we don’t have a toaster, a coffeemaker, or a microwave, the kitchen houses a much used high power appliance: the electric cookstove.


    Because it would take too many solar panels and batteries to power the electric cookstove by solar PV panels, the plan is to replace it by non-electric alternatives: one or two solar cookers, a fireless cooker, and a rocket stove for the morning coffee. By using direct solar heat, we can make much more efficient use of the space on the balcony. Another plan is to build a low-tech food storage system that can store most of the food outside the refrigerator, keeping this energy-intensive appliance as small as possible or eliminating it altogether.


    The balcony solar PV system will be totally independent of the window sill solar PV system. There are several advantages to this approach. As we have seen in the previous article, cable losses are relatively high in a low-voltage DC system. Setting up several independent systems greatly limits cable length (and cable clutter).


    Secondly, installing separate systems allows total power use to surpass 150 watts — which is the safety limit for a 12V DC system. Thirdly, multiple systems make it possible to start small and gradually expand the system. This avoids large upfront costs and allows you to learn from your mistakes.


    Learning from Your Mistakes


    In fact, it was one such mistake that made me decide to install two separate systems even in my relatively small 10 m2 home office. The two solar panels in front of the office are connected to half of the batteries (powering the lights), while the three solar panels in front of the bedroom are connected to the other half (powering the laptop).


    This is because I short-circuited my first solar charge controller and had to buy a second one while the first one was being repaired. It was that or go without lights for three weeks. Thus, a final advantage of multiple systems is increased reliability: if one system fails, there is still electricity.


    If the second experiment succeeds, and of course this remains to be seen, the plan is to stop the contract with our power provider, which is to be renewed in December. Obviously, it would be handy to keep a connection to the grid, but there are two important reasons not to do this. The first has been outlined above: going off-grid unleashes the creativity and willingness to lower energy demand.


    Secondly, installing a solar system and holding on to a grid connection is financially disadvantageous. At least here in Spain, more than two-thirds of the electricity bill consists of fixed costs. Even if we would use much less grid electricity because of the solar system, our bill would remain more or less the same.


    Some important challenges remain, most notably the washing machine, the bathroom and the laser printer. The problem with washing machine and bathroom is that they’re on the north side of the building, far from the solar panels. We could go to a laundromat but there are none in town. A pedal powered washing machine requires space that we don’t have.


    The laser printer could be operated with an inverter, which can also be handy to power any other occasional device that doesn’t run on 12V DC power. However, a relatively large and expensive inverter would be needed, because the startup power of the machine is above 400 watts. Luckily, I found that out before I fried another costly device.


    Before You Start


    There are some things to keep in mind before you decide to install a low-tech solar PV system:


    •	You need enough sun. Solar panels on balconies and window ledges won’t work everywhere. A similar system like mine, but 1,000 km further up north, would produce on average only half the electricity, with a much larger difference between winter and summer.


    •	You need the right exposure. Even if you’re in a sunny climate, don’t think of harvesting solar power if windows or balconies are oriented towards the north, the northwest, or the northeast. Shading by other buildings or trees can also smother your ambitions. You need at least 4 hours of direct sunshine on the panels each day.


    •	You need to be prepared to lower your energy use. Few apartment dwellers will have enough space available to generate sufficient solar power for an energy-intensive lifestyle.


    •	It may be impossible to close some windows completely. The cables from the panels enter my apartment by slightly opening the sliding window of the office. In winter, I cover this gap with cork. I don’t use heating so no energy gets lost, but this might be problematic in other circumstances. You probably shouldn’t drill a hole through the window or the wall if you are renting the place.


    •	Converting your apartment to solar power doesn’t make you “100 percent sustainable.” Fossil fuels are used to produce solar panels and batteries. The electricity I generate is likely more CO2-intensive per kWh than Spanish grid electricity, especially since my panels and batteries are manufactered in China. The only reason why my system is more sustainable than using grid electricity is because it forces me to lower electricity use considerably. ←
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        The solar panels.
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        Three solar panels on window sill of bedroom.
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        Solar charge controller and half of the home office battery storage. Image by Adriana Parra.
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        Solar powered laptop and lights in the office.
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        One of the solar panels. Image by Adriana Parra.
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        A laptop with DC-connector. Image by Adriana Parra.
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        A Led-light with DC-connector. Image by Adriana Parra.
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    Slow Electricity: The Return of DC Power?


    


    Directly coupling DC power sources with DC loads can result in a significantly cheaper and more sustainable solar system.


    In today’s solar photovoltaic systems, direct current power coming from solar panels is converted to alternating current power, making it compatible with a building’s electrical distribution. Because many modern devices operate internally on direct current (DC), alternating current (AC) electricity is then converted back to DC electricity by the adapter of each device.


    This double energy conversion, which generates up to 30 percent of energy losses, can be eliminated if the building’s electrical distribution is converted to DC. Directly coupling DC power sources with DC loads can result in a significantly cheaper and more sustainable solar system. However, some important conditions need to be met in order to achieve this goal.


    Electricity can be produced and distributed using alternating current or direct current. In the case of AC electricity, the current changes direction periodically, while the voltage reverses along with the current. In the case of DC electricity, the current flows in one direction and voltage remains constant. When electrical power transmission was introduced in the last quarter of the nineteenth century, AC and DC were competing to become the standard power distribution system — a period in history known as the “war of currents.”


    AC won, mainly because of its higher efficiency when transported over long distances. Electric power (expressed in watt) equals current (expressed in ampère) multiplied by voltage (expressed in volt). Consequently, a given amount of power can be produced by a low voltage with a higher current or by a high voltage with a lower current. However, power loss due to resistance is proportional to the square of the current. Therefore, high voltages are the key to energy efficient power transmission over longer distances. [1]


    The invention of the AC transformer in the late 1800s made it possible to easily step up the voltage in order to carry power over long distances, and then step it back down again for local use. DC electricity, on the other hand, couldn’t be converted efficiently to high voltages until the 1960s. Consequently, it was impossible to transmit power effectively over long distances (>1–2 km).


    A DC power network implied the installation of relatively small power plants in every neighbourhood. This was not ideal because the efficiency of the steam engines that powered the dynamos depended on their size — the larger a steam engine, the more efficient it becomes. Furthermore, steam engines were noisy and produced air pollution, while the low transport efficiency of DC power excluded the use of more distant, clean hydro power sources.


    More than a hundred years later, AC still constitutes the basis of our power infrastructure. Although high-voltage DC has been gaining ground for long-distance transportation, all electrical distribution in buildings is based on alternating current, either at 110V or 220V. Low voltage DC systems have survived in cars, trucks, motorhomes, caravans and boats, as well as in telecommu­nication offices, remote scientific stations, and emergency shelters. In most of these examples, devices are powered by batteries that operate on 12V, 24V or 48V DC.


    Renewed Interest in DC Power


    Recently, two converging factors have renewed interest in DC power distribution. First, we now have better alternatives for decentralized power generation, the most significant of these being solar PV panels. They don’t produce pollution and their efficiency is independent of their size. Because solar panels can be located right where energy demand is, long distance power transmission isn’t a requirement. Furthermore, solar panels “naturally” produce DC power, and so do chemical batteries, which are the most practical storage technology for PV systems.


    Secondly, a growing share of our electrical appliances operate internally on DC power. This is true for computers and all other electronic gadgets, as well as for solid state lighting (LEDs), flat screen televisions, stereo equipment, microwave ovens, and an increasing amount of devices operated on DC motors with variable speed operation (fans, pumps, compressors, and traction systems). Within the next 20 years, we could see as much as 50 percent of the total loads in households being made up of DC consumption. [2]


    In a building that generates solar PV power but distributes it indoors over an AC electrical system, a double energy conversion is required. First, the DC power from the solar panel is converted to AC power using an inverter. Then, AC power is converted back to DC power by the adapters of DC-internal appliances like computers, LEDs and microwaves. These energy conversions imply power losses, which could be avoided if a solar powered building would be equipped with DC distribution. In other words, a DC electrical system could make a solar PV system more energy efficient.


    More Solar Power for Less Money


    Because the operational energy use and costs of a solar PV system are nil, a higher energy efficiency translates into lower capital costs, as fewer solar panels are needed to generate a given amount of electricity. Furthermore, there is no need to install an inverter, which is a costly device that has to be replaced at least once during the life of a solar PV system. Lower capital costs also imply lower embodied energy: if fewer solar panels and no inverter are required, it takes less energy to produce the solar PV installation, which is crucial to improve the sustainability of the technology.


    A similar advantage would apply to electrical devices. In a building with DC power distribution, DC-internal electric devices can do away with all the components that are necessary for AC to DC conversion. This would make them simpler, cheaper, more reliable, and less energy-intensive to produce. The AC/DC adapters (which can be housed in an external power supply or in the device itself) are often the life-limiting component of DC-internal devices, and they are quite substantial in size. [2]


    For example, for an LED light, approximately 40 percent of the printed circuit board is occupied by components necessary for AC to DC conversion. [3] AC/DC adapters have more disadvantages. As a result of a dubious commercial strategy, they are usually specific to a device, resulting in a waste of resources, money, and space. Furthermore, an adapter continues to use energy when the device is not operating, and even when the device is not connected to it.


    Last but not least, low-voltage DC grids (up to 24V) are considered safe from shock or fire hazard, which allows electricians to install relatively simple wiring, without grounding or metal junction boxes, and without protection against direct contact. [4] [5] [6] This further increases cost savings, and it allows you to install a solar system all by yourself. We demonstrate such a DIY system in the next article, where we also explain how to obtain DC appliances or convert AC devices to DC.


    How Much Energy Can Be Saved?


    It’s important to note, however, that the energy efficiency advantage of a DC grid is not a given. Energy savings can be significant, but they can also be very small or even turn negative. Whether or not DC is a good choice, depends mainly on five factors: the specific conversion losses in the AC/DC-adapters of all devices, the timing of the “load” (the energy use), the availability of electric storage, the length of the distribution cables, and the power use of the electrical appliances.


    Eliminating the inverter results in quite predictable energy savings. It concerns only one device with a rather fixed efficiency (+90 percent — although efficiency can plummet to about 50 percent at low load). However, the same cannot be said of AC/DC-adapters. Not only are there as many adapters as there are DC-internal devices, but their conversion efficiencies also vary wildly, from less than 50 percent for low power devices to more than 90 percent for high power devices. [6] [7] [8]


    Consequently, the total energy loss of AC/DC-adapters can be very different depending on what kind of appliances are used in a building — and how they are used. Just like inverters, adapters waste relatively more energy when little power is used, for instance in standby or low power modes. [8]


    The conversion losses in adapters are highest for DVDs/VCRs (31%), home audio (21%), personal computers and related equipment (20%), rechargeable electronics (20%), lighting (18%) and televisions (15%). The electricity losses are lower (10–13%) for more mundane appliances like ceiling fans, coffee makers, dishwashers, electric toasters, space heaters, microwave ovens, refrigerators, and so on. [8].


    Lighting and computers (which have high AC/DC-losses) usually make up a great share of total electricity use in offices, shops and institutional buildings. Households have more diverse appliances, including devices with lower AC/DC-losses. Consequently, a DC system brings higher energy savings in offices than in residential buildings.


    The largest advantage is in data centers, where computers are the main load. Some data centers have already switched to DC systems, even if they’re not powered by solar energy. Because a large adapter is more efficient than a multitude of small adapters, converting AC to DC at a local level (using a bulk rectifier) rather than at the individual servers, can bring energy savings between 5 and 30 percent. [6] [9] [10] [11]


    The Importance of Energy Storage


    If we assume an energy loss of 10 percent in the inverter and an average loss of 15 percent for all the AC/DC adapters, we would expect energy savings of about 25 percent when switching to DC distribution in a solar PV powered building. However, such a significant saving isn’t guaranteed. To start with, most solar powered buildings are grid-connected. They don’t store solar power in on-site batteries, but rely on the grid to deal with surpluses and shortages.


    This means that excess solar power needs to be converted from DC to AC in order to send it to the electric grid, while power taken from the grid needs to be converted from AC to DC in order to be compatible with the electrical distribution system of the building. Consequently, in a net-metered solar PV powered building, only loads coincident with solar PV output can benefit from a DC grid.


    Once again, this means that the efficiency advantages of a DC system are usually larger in commercial buildings, where most electricity use coincides with the DC output from the solar system. In residential buildings, on the other hand, energy use often peaks in mornings and evenings, when little or no solar power is available.


    Consequently, there is only a small advantage to obtain from a DC system in a net-metered residential building, as most electricity will be converted to or from AC anyway. A recent study calculated that a DC system could improve the energy efficiency of a solar-powered, net-metered American home on average by only 5 percent — the figure is an average for 14 houses across the USA. [12] [13]


    Off-Grid Solar Systems


    To realize the full potential of a DC grid, especially when it concerns a residential building, we need to store solar energy in on-site batteries. In this way, the system can store and use power in DC form. Energy storage can happen in an off-grid system, which is fully independent of the grid, but adding some battery storage to a net-metered building also improves the advantage of a DC system. However, energy storage adds another type of energy loss: the charging and discharging losses of the batteries. The round-trip efficiency for lead-acid batteries is 70–80 percent, while for lithium-ion it’s about 90 percent.


    Exactly how much energy can be saved with on-site battery storage again depends on the timing of the load. Electricity used during the day — when the batteries are full — doesn’t involve any battery charging and discharging losses. In that case, the energy savings of a DC system can be 25 percent (10 percent for eliminating the inverter and 15 percent for eliminating the adapters).


    However, electricity used after sunset lowers the energy savings to 15 percent for lithium-ion batteries and between –5 percent and +5 percent for lead-acid batteries. In reality, electricity will probably be used both before and after sunset, so that efficiency improvements will be somewhere between those extremes (–5 percent to 25 percent for lead-acid, and 15–25 percent for lithium-ion).


    On the other hand, battery storage brings an additional advantage: there are less or — in a totally independent system — no additional energy losses for the long-distance transmission and distribution of AC electricity. These losses vary a lot depending on the location. For example, average transmission losses are only 4 percent in Germany and the Netherlands, but 6 percent in the US and China, and between 15 and 20 percent in Turkey and India. [14] [15]


    If we add another 7 percent of energy savings due to avoided transmission losses, an off-grid DC system can bring energy savings between 2 percent and 32 percent for lead-acid batteries, and between 22 percent and 32 percent for lithium-ion batteries, depending on the timing of the load.


    Assuming 50 percent energy use during the day and 50 percent energy use during the night, we arrive at a gain of 17 percent for an off-grid system using lead-acid batteries, and 27 percent for lithium-ion storage. This means that electricity use can be met with a solar system that is one-fifth to one-third smaller, respectively. Total cost savings will remain a bit larger, because we still don’t need an inverter, and installation costs are lower or non-existent.


    Unfortunately, introducing on-site electricity storage raises capital costs again, because we need to invest in batteries. This will negate the cost advantage we obtained in choosing a DC system. The same goes for the energy invested in the production process: an off-grid DC system requires less energy for the manufacturing of solar panels, but it instigates at least as much energy use for the manufacturing of batteries.


    However, we should compare apples to apples: a DC off-grid solar system is cheaper and more energy efficient than a AC off-grid system, and that’s what counts. The life cycle analyses of net-metered solar systems do not represent reality, because they ignore an essential component of solar energy systems.


    Cable Losses


    There’s one more important thing to consider, though. As we have seen, power loss due to resistance is proportional to the square of the current. Consequently, low-voltage DC grids have relatively high cable losses within the building. There are two ways in which cable losses can make a choice for a DC system counterproductive. The first is the use of high power devices, and the second is the use of very long cables.


    The energy loss in the cables equals the square of the current (in ampère), multiplied by the resistance (in ohm). The resistance is determined by the length, the diameter, and the conducting material of the cables. A copper wire with a cross section of 10 mm2, distributing 100 watts of power at 12 V (8.33 A) over a distance of 10 meters yields an acceptable energy loss of 3 percent. However, with a cable length of 50 meters, energy loss becomes 16 percent, and at a length of 100 meters, the energy loss adds up to 32 percent — enough to negate the efficiency advantages of a DC grid even in the most optimistic scenario.


    The relatively high cable losses also limit the use of high power appliances. If you want to run a 1,000 watt microwave on a 12V DC grid, the energy losses add up to 16 percent with a cable length of only 1 meter, and jump to 47 percent with a cable length of 3 meters.


    Obviously, a low-voltage DC grid is not suited to power devices such as washing machines, dish washers, vacuum cleaners, electric cookers, electric ovens, or warm water boilers. Note that power use and not energy use is important in this regard. Energy use equals power use multiplied by time. A refrigerator uses much more energy than a microwave, because it’s on 24 hours per day, but its power use can be small enough to be operated on a DC grid.


    Cable losses also limit the combined power use of low power devices. If we assume a 12V cable distribution length of 12 meters, and we want to keep cable losses below 10 percent, then the combined power use of all appliances is limited to about 150 watts (8.5 percent cable loss). For example, this allows the simultaneous use of two laptops (20 watts of power each), a DC refrigerator (45 watts), and five 8 watt LED-lamps (40 watts in total), which leaves another 25 watts of power for a couple of smaller devices.


    How to Limit Cable Losses


    There are several ways to get around the distribution losses of a low-voltage DC system. If it concerns a new building, its spatial layout could significantly limit the distribution cable length. For example, Dutch researchers managed to reduce total cable length in a house down from 40 meters to 12 meters. They did this by moving the kitchen and the living room (where most electricity is used) to the first floor, just below the roof (where the solar panels are), while moving the bedrooms to the ground floor. They also clustered most appliances in the central part of the building, right below the solar panels. [16]


    Another way to reduce cable losses is to set up several independent solar systems per one or two rooms. This might be the only way to solve the issue in a larger, existing building that’s designed without a DC system in mind. While this strategy implies the use of extra solar charge controllers, it can greatly reduce the cable losses. This approach also allows the power use of all appliances to surpass 150 watts.


    A third way to limit cable losses is to choose a higher voltage: 24 or 48V instead of 12V. Because the energy losses increase with the square of the current, doubling the voltage from 12 to 24V makes cable losses 4 times smaller, and switching to 48V decreases them by a factor of sixteen. This approach also allows the use of higher power devices and increases the total power that can be used by a DC system. However, higher voltages also have some disadvantages.


    First, most low-voltage DC appliances currently on the market operate on 12V, so that the use of a 24 or 48V DC network involves the use of more DC/DC-adapters, which step down the voltage and also have conversion losses. Second, higher voltages (above 24V) eliminate the safety advantages of a DC system. In data centers and offices, as well as in the American residential buildings in the study mentioned earlier, DC electricity is distributed throughout the building at 380V, but this requires just as stringent safety measures as with 110V or 220V AC electricity. [17]


    Slow Electricity


    Shortening cable length or doubling the voltage to 24V still doesn’t allow for the use of high power devices like a microwave or a washing machine. There are two ways to solve this issue. The first is to install a hybrid AC/DC-system. In this case, a DC grid is set up for low power devices, such as LED-lights (10 watt), laptops (20 watt), a television (30–90 watt) and a refrigerator (50 watt), while a separate AC grid is set up for high power devices. This is the approach for homes and small offices that’s promoted by the EMerge Alliance, a consortium of manufacturers of DC products, which devised a standard for a 24V DC / 110–220V AC hybrid system. [18]


    Low power devices are (on average) responsible for 35–50 percent of total electricity use in a home. Even in the best-case-scenario (50 percent of the load), a hybrid system halves the energy efficiency gains we calculated above, which leaves us with an energy savings of only 8.5 percent to 13.5 percent, depending on the types of batteries used. These figures will be lower still due to cable losses. In short, a hybrid AC/DC system brings rather small energy savings, that could easily be erased by rebound effects.


    The second way to solve the problem of high power devices is simply not to use them. This is the approach that’s followed in sailboats, motorhomes and caravans, where a supporting AC distribution system is simply not an option. This is the most sustainable solution to the limits of DC power, because in this case the choice for DC also results in a reduction of energy demand. Total energy savings could thus become much larger than the 17–27 percent calculated above, and then we finally have a radically better solution that could make a difference.


    Obviously, this strategy implies a change in our way of life. It would mean that electricity is used only for lighting, electronics and refrigeration, while non-electric alternatives are chosen for all other appliances. Not coincidentally, this is quite similar to how DC grids were operated in the late nineteenth century, when the only electric load was for lighting — first arc lamps and later incandescent bulbs.


    Thus, no dishwasher, but doing the dishes by hand. No washing machine, but doing the laundry in a laundromat or with a manually operated machine. No tumble dryer, but a clothes line. No convenient and time-saving kitchen appliances like electric kettles, microwaves and coffee machines, but a traditional cooking stove operated by (bio)gas, a solar cooker, or a rocket stove. No vacuum cleaner, but a broom and a carpet-beater. No freezer, but fresh ingredients. No electric warm water boiler, but a solar boiler and a small wash at the sink if the sun doesn’t shine. No electric car, but a bicycle. ←
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        Brighton Electric Light Station, 1887. Stationary steam engines drive DC generators by means of leather belts. UK National Archives.
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        DC Power plant of the Hippodrome in Paris. A steam engine runs multiple dynamos that power arc lamps.
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        Voltage regulation in early power plant.
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        Early DC power stations had a dynamo for every light bulb. Source unknown.
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        Late 19th century, the only electric load in households was lighting.
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        Kensington Court Station: steam engine, dynamo and batteries. Source: Central-Station Electric Lighting, Killingworth Hedges, 1888.
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    Power Water Networks


    


    Hydraulic power transmission is very efficient compared to electricity when it is used to operate powerful but infrequently used machines.


    During the second half of the nineteenth century, water motors were widely used in Europe and America. These small water turbines were connected to the tap and could power any machine that is now driven by electricity. As we have seen in a previous article, operating motors with tap water was not very sustainable. Because of the low and irregular water pressure of the town mains, these motors used unacceptably high amounts of drinking water.


    While the use of water motors in the US came to an end early in the twentieth century, the Europeans found a solution for the high water use of water motors and took hydraulic power transmission one step further. They set up special “power water” networks, which distributed water under pressure for motive power purposes only, and switched to a much higher and more regular water pressure, made possible by the invention of the hydraulic accumulator.


    Almost all these power water networks remained in service until the 1960s and 1970s. Hydraulic power transmission is very efficient compared to electricity when it is used to operate powerful but infrequently used machines, which can be distributed over a geographical area the size of a city.


    The theoretical basis for hydraulic power transmission was laid in 1647 by French whizz-kid Blaise Pascal. By means of experiments, he discovered that water — unlike air — is virtually incompressible and transmits pressure equally in all directions.


    The implications of the “hydrostatic paradox” were demonstrated in Pascal’s “machine for multiplying forces.” It consists of two upright cylinders, connected together by a pipe. The whole system is filled with water and sealed water-tight. One cylinder contains a small diameter plunger, while the other cylinder contains a plunger that has a cross-sectional area 100 times larger.


    Pascal demonstrated that if a weight is placed on top of the small piston, it will be able to raise a weight placed on top of the larger piston that is 100 times heavier. Pascal’s machine thus allowed forces to be multiplied — in the example above, the ratio of force output to force input is 100 to 1. In other words, you can produce an output force of 100 kg for an input force of only 1 kg.


    A Machine for Multiplying Forces


    Force multiplication was anything but new in the 1600s. More simple devices such as pulleys, gear trains, capstans, winches and treadwheels — all variations on the 7,000 year old lever — could also derive a high output force output from a small input force. For example, the Romans built cranes with a mechanical advantage of up to 70 to one, meaning that one man exerting a force of only 25 kg could raise a weight of 1.75 tons.


    However, the hydraulic version of the lever has one outstanding advantage over earlier mechanisms: the friction loss is very small and independent of the mechanical advantage. Therefore, the possible multiplication ratio is almost infintely greater and both pistons may be a considerable distance apart — up to about 25 km, as we shall see.


    Increasing force multiplication could be done by either extending the proportion between the diameter of both plungers, or by applying greater power to the smaller piston. In common with the earlier mechanisms, what is gained in mechanical advantage is lost in velocity ratio.


    If a small hydraulic force is converted into a larger force, its speed of operation will be reduced in exactly the inverse proportion, because the distance traversed increases in the same proportion as the force. For example, a person pressing down the small piston 10 centimeters would move the other piston up only 1/100th of that distance.


    Consequently, in a closed system, the heavier weight could be lifted only over a very limited distance, depending on the length of the plunger. However, this limit is removed when more water is added to the system and the smaller piston, instead of coming down just once, makes a number of strokes — in other words, when it functions as a pump. In this case, the larger piston will keep rising.


    The Hydraulic Press


    Pascal could only prove his point indirectly, as the available materials at the time were not strong enough to withstand the pressure. It would take another century and a half before hydraulic force multiplication was put into practice. Its first use was not a lifting device, but rather the opposite: the hydraulic press, which generates a compressive force.


    The conventional screw press of the time, little developed since the Romans had used it for pressing olives and grapes, required a great effort to operate, had large frictional energy loss (+80%), and could not have exerted more than 25 tons load. (The screw, which converts rotational motion into linear motion, is basically an inclined plane wrapped around a cylinder).


    The hydraulic press was invented in 1796 by English locksmith and carpenter Joseph Bramah. It was entirely based on the theoretical work of Pascal. Bramah’s hydraulic press, which was driven by a hand-operated pump, brought a large increase in the load that could be exerted by a human.


    With the available materials at the time, Bramah achieved an overall ratio of 1,000 to 1, which means that an effective load of 60 tons on the lifting piston could be balanced by a mere 60 kg on the pump handle. The efficiency of the hydraulic press was over 90 percent.


    Harbors and Dockyards


    In spite of its eminent suitability for crane operation, hydraulics made little progress in this field during the first half of the nineteenth century. This was largely due to the problem of reliably and efficiently translating the linear motion of a ram to rotary motion of the crane barrel or drum. During the first half of the nineteenth century, cargo handling in harbors, dockyards and railway yards was still done by means of human powered cranes, but the need for taller and stronger cranes was great.


    Starting in the 1830s, iron began to be used as a material for ship building, with a parallel growth in the dimensions of ships. Conventional lifting systems were no longer adequate. In most countries, the solution was found in the steam powered crane, which appeared in the 1850s. However, in harbors and dockyards in Britain, a worthy alternative appeared: the water powered crane.


    British engineer William Armstrong started designing and operating powerful hydraulic cranes in the 1840s. Being fully aware that hydraulics was best adapted for giving a slow, steady motion, Armstrong deviced a method of lifting the load at one stroke of a ram or piston, multiplying the motion sufficiently by means of pulleys.


    However, his efforts were complicated by the low and irregular pressure of the town mains, which was the power source for these machines. The maximum power output of a water powered machine is determined by water pressure and water flow. In the town mains, water pressure was (and often still is) supplied by a water tower. Because the practical height of a water tower is limited, so is the water pressure. A 50 m (165 ft.) tall water tower can produce a water pressure of 70 pound-per-square-inch (psi).


    Consequently, the only way to further increase the power output of a crane running on water from the town mains is to increase the water flow. However, this raises potable water consumption and increases the size and costs of pipes, valves, cylinders, and other parts of the system. Moreover, if there is a higher than average demand for potable water from other users, the water level in a water tower will fall, and so will the water pressure and the power output of the machine.


    The Hydraulic Accumulator


    In 1851, Armstrong came up with an alternative solution that solved these issues: the hydraulic accumulator. Although much more compact than a water tower, it could produce a regular water pressure of 700 psi or higher — at least 10 times the water pressure in the town mains. This allowed to produce an order of magnitude more power without raising water consumption or increasing the size of system components.


    Armstrong’s hydraulic accumulator was a contraption in which a ram or piston exerted pressure on the water in a vertical cylinder. The piston was loaded by dead weight ballast, which generally took on the form of a cylindrical ballast container surrounding the central cylinder. The container was filled with crushed rock, scrap iron or other ballast material.


    For a water pressure of 700 psi the ballast was about 100 tons, acting on a ram of about 45 cm in diameter with a vertical stroke of 6 to 7 meters. Another type of accumulator utilised a rectangular platen to support a brickwork ballast or steel slabs. Hydraulic accumulators could be set up outdoors, or housed in a purpose designed building.


    The workings of the hydraulic accumulator are somewhat similar to those of a water tower. The central cylinder has a water inlet and outlet at the bottom. Water from the docks could be pumped in through the inlet by a steam powered pump, raising the piston, while it could be pushed out through the outlet into the mains for distribution, lowering the piston.


    Energy was stored by upward movement of the ram and recovered upon its descent. The pumping rate of the steam engine was regulated in function of the water level in the accumulator, either automatically via mechanical linkages or via the aid of a human being.


    Contrary to a water tower, however, the accumulator could maintain an even pressure all over the system regardless of the volume of water in the cylinder, because it’s the weight of the ballast and not the weight of the water that creates the pressure — in other words, the hydraulic accumulator gives pressure by load instead of by elevation.


    With a charging/discharging efficiency above 98 percent, and no self-discharge, the hydraulic accumulator was an extremely energy efficient device.


    Water Powered Factory Machinery


    The introduction of the hydraulic accumulator had two important effects. First, it greatly expanded the range of hydraulically operated machines. The water motors connected to the town mains were household devices and workshop tools. But Armstrong and other engineers adapted high pressure water to a variety of industrial applications that required great power such as forging, punching, stamping, flanging, shearing and riveting (the predecessor of welding).


    In harbors, high pressure water not only operated cranes and hoisting machines handling cargo on docks and in warehouses, but also lock gates, swing bridges, boat lifts, and graving docks. At railway yards, hydraulic power transmission was used for freight handling and for moving railway cars (using hydraulic capstans), as well as for operating turntables, elevators and traversing mechanisms. All these applications of hydraulic power would have been impossible with the low and irregular pressure prevailing on the town mains.


    To give an idea of the importance of hydraulic power, it suffices to look once more at the evolution of lifting devices. In 1586, a 344 ton obelisk was moved between squares in Rome. Domenic Fontana, master builder of the Vatican, raised the obelisk with the help of 40 capstans worked by 400 men and 75 horses. In 1878, John Dixon raised another obelisk — Cleopatra’s needle, weighing 209 tons — using four hydraulic lifting jacks, worked by four men.


    Power Water Networks


    Secondly, the hydraulic accumulator made it possible to transmit power efficiently over large distances. For a 30 cm diameter pipeline, the pressure drop in water distribution amounts to about 10 psi per mile, a figure that is independent of water pressure. Thus, if you transmit water with a pressure of 70 psi over a distance of 7 miles (12 km), all energy is lost. But if you transmit water over the same distance with a pressure of 700 psi, a water pressure of 630 psi remains, which comes down to a transmission efficiency of 90 percent.


    The high transmission efficiency of high-pressure water led to the construction of at least a dozen public power water networks with accumulator storage, half of them in Britain, in which centrally located steam engines pumped water into hydraulic accumulators that distributed high pressure water over a large geographical area. One or more accumulators would be installed at each hydraulic power station and others could be sited at strategic points along the supply main as sub-stations.


    From the 1870s to the 1890s, hydraulic power networks were established in the leading industrial cities of Britain: Kingston upon Hull, London, Liverpool, Birmingham, Grimsby, Manchester and Glasgow. Dock and railway companies pioneered the technology, and remained the most important users for decades.


    However, power water was also running manufacturing processes in factories, operating elevators in public, private and commercial buildings, and activating household devices and workshop tools. Anybody who was lucky enough to have a mains running through the street could connect to the public network. Power water consumption was metered, as it happens today with potable water and electricity.


    The idea of a truly hydraulic power network — analogous to the electric grid that came a bit later — was already outlined in a 1812 patent by Joseph Bramah, the inventor of the hydraulic press. But Bramah, who also conceived the hydraulic accumulator and the hydraulic crane, was ahead of his time. It took another sixty years before his ideas were brought into practice by Armstrong and his contemporaries.


    London Hydraulic Power Company


    The most extensive hydraulic power network was built in London, operated by the “London Hydraulic Company.” At the company’s peak in 1917, five interconnected central power stations pumped high pressure water in about a dozen hydraulic accumulators and almost 300 km of supply mains, powering more than 8,000 machines and serving most of the city. In London theatres and other cultural buildings, power water was moving floors, organ consoles, fire curtains and stages. Water under pressure worked water pumps and lifted the bascules of the Tower Bridge.


    Fire hydrants were also advantageously served by the high pressure system and several hundreds of them were connected to the London Hydraulic Power Company’s mains. These fire-fighting systems increased the pressure of the domestic water mains by injecting a small amount of high pressure water in them, using a jet pump. By itself, water at high pressure from the hydraulic power mains could not be supplied in adequate quantity to have an effect on a large fire, while the domestic supply mains had enough quantity but not enough pressure to reach the top floors of buildings.


    Another remarkable application of high pressure water in London was the Silent Dustman, a water powered vacuum cleaning system that came on the market in 1910. Several large hotels were completely “wired” for this system: water from the town mains was used in a jet pump to produce a vacuum in a pipe to which the system was to be fitted. Along these pipes were a number of nozzles to which flexible hoses could be fixed. Thus the dirt from the sweepers was drawn into the hydraulic pipe and carried away into the drains. The system, which operated silently and efficiently, remained in operation until 1937.


    In London, however, hydraulic power does not seem to have made a great impact on the domestic scene. In The Hydraulic Age (1980), B. Pugh notes that this was “possibly due to the fact that in its day domestic labor was cheap and in plentiful supply. Had present-day conditions operated then possibly the story would have been different since the potentialities of hydraulic power were not less than those of electricity today.”


    Most public power water networks supplied water under a pressure of 700 to 800 psi (48 to 55 bar), with the exception of Manchester and Glasgow, where water was pressurized to 1120 psi. In these cities, there was a heavy demand for power for hydraulic presses used for baling, an application that required a higher pressure.


    Power Networks Outside Britain


    The British power systems inspired similar networks elsewhere: Antwerp in Belgium, Buenos Aires in Argentina, and Melbourne and Sydney in Australia. While the Australian systems were reminiscent of those in Britain (with 80 km of mains, the one in Melbourne was the second largest ever built), the Argentinian system was used to pump sewage, and the network in Antwerp was aimed at the combined production of mechanical power and electricity. The latter was an attempt to overcome the very high transmission losses of electricity at the time.


    In The Hydraulic Age, B. Pugh writes that:


    For power transmission, the early electric stations were faced with the same difficulties as the hydraulic power stations, their voltage being analogous to working pressure, and voltage drop due to mains resistance analogous to pressure drop due to pipe friction. The early electric public power stations were direct or continuous current stations, the voltage of generation essentially being only slightly higher (by the voltage drop in the cables) than at the consumer’s premises which for safety reasons had to be less than 250 volts. Due to voltage limitation, the area of supply as well as the amount of power that could be transmitted was limited.


    Since 1865, Antwerp had been using a high pressure hydraulic network for powering cranes, bridges and sluices in the harbor. To this was added a second network in 1893, which distributed high pressure water to electric substations scattered across the city (twelve according to the plan, but only three were built). There, water turbines generated electricity which was distributed in a radius of 500 m via underground electric conduits — this was about the distance at which low voltage could be distributed efficiently.


    The Antwerp system, which was used for operating street lighting, thus did on a large scale what water motors connected to dynamos did on a small scale with water from the town mains. About 66 percent of the hydraulic energy was converted to electricity. At its peak, the network reached a length of 23 km with an output of 1200 hp. There were also a number of places in London where consumers ran small electric generators from the hydraulic supply.


    Power Water Versus Electricity


    The breakthrough in high voltage electric transmission at the turn of the century made systems like those in Antwerp immediately obsolete. The electricity generating part of the network disappeared in 1900. Producing water under pressure in order to produce electricity involves a fourfold energy conversion, which is needlessly wasteful if you can just produce electricity and transport it efficiently.


    The expansion of efficient electrical transmission also stopped the construction of other large-scale power water networks before the century was over. “Had these systems been started some years earlier, they might have become vastly more popular,” writes Ian McNeil in Hydraulic Power (1972). “A few years later, and they would probably never have been built at all.”


    However, almost all public power water systems that were built between the 1870s and 1890s remained in service until the 1960s and 1970s, eventually using electric motors instead of steam engines for pumping. The power water network operated by the London Hydraulic Company, the last to survive, worked until 1977. Most of the public power water networks kept growing during the first decades of the twentieth century, reaching their heydays at the end of the 1920s. The fatal decline came only when factories started leaving the cities in the 1960s and 1970s.


    This raises two questions. First, why didn’t power water become the universal method of power distribution that Joseph Bramah and William Armstrong had envisioned? And second, if electricity is the most efficient and practical way of transmitting and distributing power, then why did almost all power water networks remain in service for almost a century?


    Advantages of Electric Power


    As a power transmission technology, power water has three important disadvantages in comparison to electricity. First of all, electricity can be transported efficiently over much longer distances. Hydraulic power transmission was (and still is) at least as efficient as electric power transmission up to distances of 15 to 25 km. Beyond those distances, however, electric transmission is a clear winner.


    A second shortcoming of hydraulic transmission is that a complex distribution network introduces additional energy loss. Every curve or bend in the mains increases friction losses. The more intricate the network, the less efficient it becomes. Electric transmission doesn’t have this problem, at least not in a significant way. The friction losses in the water mains limit the amount of machines that can be attached to a power water network, while electricity can be subdivided almost infinitely.


    The third limitation of power water is the limited capacity of a hydraulic transmission line. Water under pressure can only be moved through thin pipes at walking speeds in order to avoid excessive friction losses. At higher speeds, the loss of friction increases as the square of the velocity and efficiency goes down fast, even over relatively short distances. This limits the flow rate and thus the power that could be delivered by a hydraulic transmission line.


    Using a 10 to 12 cm diameter pipe — a common size in most high pressure system at the time — a hydraulic transmission line could produce a maximum continuous power of 115 to 205 horse power (85 to 150 kW). High voltage electric transmission lines of similar size can carry an amount of power that was orders of magnitude greater than that.


    Advantages of Power Water


    However, none of these disadvantages mattered for the power water networks that we have discussed. These were all decentralized systems, with machines no more than 15–25 km away from the power source. Secondly, because the hydraulically operated machinery in harbors, railway yards, factories and buildings was characterized by slow motion and infrequent use, the slow transmission speed of power water presented no obstacle.


    With the exception of the short-lived electricity generating system in Antwerp, none of the Armstrong-type power water networks supplied power to a large amount of continuously operating machines. Lastly, because a power water network operated relatively few (but very powerful) machines, friction loss through bends and curves in the network was limited.


    The limitations of hydraulic transmission were very well understood at the end of the nineteenth century. However, engineers also grasped the unique benefits of the technology, which still hold today. For example, Robert Zahner, an advocate of yet another alternative to electricity, wrote in The Transmission of Power by Compressed Air (1890) that:


    The practical incompressibility of water renders the hydraulic method unfit for transmitting regularly a constant amount of power. It can be used to advantage only where motive power is to be accumulated and applied at intervals, such as raising weights, operating punches, compressive forging and other work of intermittent character, requiring a great force through a small distance.


    Hydraulic transmission is “admirably adapted for use with heavy machinery and equipment in operations requiring marked concentration of power, reciprocating straight-line motion, and intermittent action,” wrote Louis Hunter in The Transmission of Power (1991). The main excellence of the hydraulic accumulator is that it allows to operate machines that require much more power than the energy source can supply — Pascal’s “force multiplication.”


    When high force or torque are needed, hydraulic power systems are a much more compact and energy efficient solution than mechanical or electric drives. Both electric motors and combustion engines often need mechanical power transmission (gears, chains, belts) to convert their high rotational speed to a slower speed with higher torque.


    Likewise, hydraulic power systems easily produce linear motion using hydraulic cylinders, while electric power requires costly linear motors or mechanical power transmissions such as rack-and-pinion assemblies. Hydraulic and electric power are complementary in this sense: one of the limitations of power water transmission was the relative difficulty of converting linear motion to rotary motion.


    Pelton wheels were the most obvious choice, but their high rotational speed involved the use of gearing for the operation of slow speed machinery. A number of hydraulic engines of the ram type was available to supply rotative power involving variable or slow speed operation, but these engines had few advantages compared to electric or mechanical drives.


    A third important advantage of hydraulics is that the power is always readily available in the pipes and in the accumulator, but when there is no demand there is no waste. When none of the machines in a power water network was in operation, the hydraulic accumulators kept the lines pressurized without using any energy. This advantage is especially relevant when machines are used intermittently.


    Hydraulics Today


    Hydraulic power is still in use today, especially in heavy industrial equipment that requires a slow but powerful linear motion, and in mobile construction machinery such as excavators. However, the raised-weight hydraulic accumulator and the power water networks have disappeared.


    The pressurized fluid is no longer water but oil, mixed with additives. (Vegetable oil had been used as a hydraulic medium in the 19th century). Unlike water, oil doesn’t freeze and is not corrosive. However, it makes hydraulic power more expensive and it obviously doesn’t permit the exhaust fluid to end up in the sewer network, the docks or the sea.


    Partly as a consequence of the use of oil, there evolved the self-contained hydraulic power pack consisting of pump, hydraulic accumulator, and return flow systems, ready to be coupled to an electric motor or a diesel engine. The hydraulic accumulators in these systems are much smaller, they use a gas to compress the fluid, and they do not maintain a steady pressure.


    While the practical benefits of hydraulics remain — a large amount of power can be transferred and controlled precisely using very compact components — the modern approach erases an important efficiency advantage specific to the more centralized power water networks of the nineteenth and twentieth century. In a city-wide power water network, a comparably small central power source — a handful of hydraulic accumulators — could operate a large number of very powerful machines. The pumping engines didn’t have to be dimensioned for peak loads.


    B. Pugh laments this evolution in The Hydraulic Age (1980):


    One century ago, only a few very large machines — swing bridges and an occasional hydraulic press — had their own individual pumping equipment. More recently, this trend spread throughout hydraulically operated machinery of all types and sizes, and is accepted practice today. With unit hydraulic power packs each piece of equipment will be driven by its own motor and will have its own instrumentation, filters, etcetera, which will call for periodic inspection and maintenance.


    The motor will run continuously while the unit is in use regardless of the load on the pump it drives. In the case of a number of such units not all will be working to capacity all the time. Appreciable economy could be effected by having a central pumping plant to supply a number of units and due to the diversification of the load the maximum load at any one time will be less than the sum of the individual maximum loads.


    An advantage of a large station over a number of smaller ones lies in the ability to meet diversity of demand. A number of small, independent power stations must each have sufficient capacity to meet the peak demand of its own area of supply and the peaks will not occur at the same time. A large station, embracing the total area of a number of small stations, will need only to meet the maximum simultaneous demand and this will normally be less than the sum total of the local peaks.


    Alternatives to Electricity


    Just like mechanical power transmission technologies — such as jerker line systems and endless rope drives — power water networks have disappeared largely because electric transmission has superior efficiency over long distances. However, in a more decentralized energy system based on renewable energy, all these forgotten alternatives for electricity deserve to be reconsidered for specific purposes. Raised-weight hydraulic accumulators could be solar, wind or even pedal powered.


    Around 1900, the superiority of electricity for transmitting power over very long distances was not disputed. For moderate distances, however, quite a few authors doubted its usefulness. For example, R. Kennedy wrote in Modern Engines and Power Generators (1905):


    Electricity offers paramount advantages for power transmission to a distance in most cases. Electrical engineers, however, claim far too much for it. They are apt to forget other means for transmitting power, which means have paramount advantages over electricity in a good many cases.


    W.C. Unwin, the author of the most complete nineteenth-century book on power transmission (On the Development and Transmission of Power from Central Stations), expressed a similar concern in 1894:


    Granting that electrical distribution will play an important part before long in the development of systems of power distribution, there is a popular tendency at the moment to regard too exclusively electrical methods, and to overlook other means of power distribution which have been usefully applied in the past, and will, in suitable conditions, be still employed in the future... For transmission to moderate distances there is a choice of several means of transmission, and electrical distribution has not in such cases and up to the present established any universal superiority.


    In the next installment of our power transmission series, we will discuss compressed air, which is probably the most usable alternative for electricity. ←


    This article is dedicated to Charles Steele. RIP.
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        Hydraulic Accumulator in Bristol Harbour.
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        Hydraulic accumulator. Image by Les Chatfield (CC 3Y 2.0).
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        “Zuiderpershuis”: a former hydraulic pumping plant in Antwerp, Belgium. The towers housed the hydraulic accumulators.
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        Machine for multiplying forces.
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        Hydraulic accumulator, crane, and elevator.
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    Fruit Walls: Urban Farming in the 1600s


    


    From the sixteenth to the twentieth century, urban farmers grew Mediterranean fruits and vegetables as far north as England and the Netherlands, using only renewable energy.


    We are being told to eat local and seasonal food, either because other crops have been tranported over long distances, or because they are grown in energy-intensive greenhouses. But it wasn’t always like that. From the sixteenth to the twentieth century, urban farmers grew Mediterranean fruits and vegetables as far north as England and the Netherlands, using only renewable energy.


    These crops were grown surrounded by massive “fruit walls,” which stored the heat from the sun and released it at night, creating a microclimate that could increase the temperature by more than 10 °C (18 °F). Later, greenhouses built against the fruit walls further improved yields from solar energy alone.


    It was only at the very end of the nineteenth century that the greenhouse turned into a fully glazed and artificially heated building where heat is lost almost instantaneously — the complete opposite of the technology it evolved from.


    Glass Greenhouse


    The modern glass greenhouse, often located in temperate climates where winters can be cold, requires massive inputs of energy, mainly for heating but also for artificial lighting and humidity control.


    According to the FAO, crops grown in heated greenhouses have energy intensity demands around 10 to 20 times those of the same crops grown in open fields. A heated greenhouse requires around 40 megajoule of energy to grow one kilogram of fresh produce, such as tomatoes and peppers. This makes greenhouse-grown crops as energy-intensive as pork meat (40–45 MJ/kg in the USA).


    In the Netherlands, which is the world’s largest producer of glasshouse grown crops, some 10,500 hectares of greenhouses used 120 petajoules (PJ) of natural gas in 2013 — that’s about half the amount of fossil fuels used by all Dutch passenger cars.


    The high energy use is hardly surprising. Heating a building that’s entirely made of glass is very energy-intensive, because glass has a very limited insulation value. Each meter square of glass, even if it’s triple glazed, loses ten times as much heat as a wall.


    Fruit Walls


    The design of the modern greenhouse is strikingly different from its origins in the middle ages. Initially, the quest to produce warm-loving crops in temperate regions (and to extend the growing season of local crops) didn’t involve any glass at all. In 1561, Swiss botanist Conrad Gessner described the effect of sun-heated walls on the ripening of figs and currants, which mature faster than when they are planted further from the wall.


    Gessner’s observation led to the emergence of the “fruit wall” in Northwestern Europe. By planting fruit trees close to a specially built wall with high thermal mass and southern exposure, a microclimate is created that allows the cultivation of Mediterranean fruits in temperate climates, such as those of Northern France, England, Belgium and the Netherlands.


    The fruit wall reflects sunlight during the day, improving growing conditions. It also absorbs solar heat, which is slowly released during the night, preventing frost damage. Consequently, a warmer microclimate is created on the southern side of the wall for 24 hours per day.


    Fruit walls also protect crops from cold, northern winds. Protruding roof tiles or wooden canopies often shielded the fruit trees from rain, hail and bird droppings. Sometimes, mats could be suspended from the walls in case of bad weather.


    The fruit wall appears around the start of the so-called Little Ice Age, a period of exceptional cold in Europe that lasted from about 1550 to 1850. The French quickly started to refine the technology by pruning the branches of fruit trees in such ways that they could be attached to a wooden frame on the wall.


    This practice, which is known as “espalier,” allowed them to optimize the use of available space and to further improve upon the growth conditions. The fruit trees were placed some distance from the wall to give sufficient space for the roots underground and to provide for good air ciculation and pest control above ground.


    Peach Walls in Paris


    Initially, fruit walls appeared in the gardens of the rich and powerful, such as in the palace of Versailles. However, some French regions later developed an urban farming industry based on fruit walls. The most spectacular example was Montreuil, a suburb of Paris, where peaches were grown on a massive scale.


    Established during the seventeenth century, Montreuil had more than 600 km fruit walls in the 1870s, when the industry reached its peak. The 300 hectare maze of jumbled up walls was so confusing for outsiders that the Prussian army went around Montreuil during the siege of Paris in 1870.


    Peaches are native to France’s Mediterranean regions, but Montreuil produced up to 17 million fruits per year, renowned for their quality. Building many fruit walls close to each other further boosted the effectiveness of the technology, because more heat was trapped and wind was kept out almost completely. Within the walled orchards, temperatures were typically 8 to 12 °C (14–22°) higher than outside.


    The 2.5 to 3 meter high walls were more than half a meter thick and coated in limestone plaster. Mats could be pulled down to insulate the fruits on very cold nights. In the central part of the gardens, crops were grown that tolerated lower temperatures, such as apples, pears, raspberries, vegetables and flowers.


    Grapes in Thomery


    In 1730, a similar industry was set up for the cultivation of grapes in Thomery, which lies some 60 km southeast from Paris — a very northern area to grow these fruits. At the production peak in the early twentieth century, more than 800 tons of grapes were produced on some 300 km of fruit walls, packed together on 150 hectares of land.


    The walls, built of clay with a cap of thatch, were 3 meters high and up to 100 meters long, spaced apart 9 to 10 meters. They were all finished by tile copings and some had a small glass canopy.


    Because vines demand a dry and warm climate, most fruit walls had a southeastern exposure. A southern exposure would have been the warmest, but in that case the vines would have been exposed to the damp winds and rains coming from the southwest. The western and southwestern walls were used to produce grapes from lower qualities.


    Some cultivators in Thomery also constructed “counter-espaliers,” which were lesser walls opposite the principal fruit walls. These were only 1 meter high and were placed about 1 to 2.5 meters from the fruit wall, further improving the microclimate. In the 1840s, Thomery became known for its advanced techniques to prune the grape vines and attach them to the walls. The craft spread to Montreuil and to other countries.


    The cultivators of Thomery also developed a remarkable storage system for grapes. The stem was submerged in water-filled bottles, which were stored in large wooden racks in basements or attics of buildings. Some of these storage places had up to 40,000 bottles each holding one or two bunches of grapes. The storage system allowed the grapes to remain fresh for up to six months.


    Serpentine Fruit Walls


    Fruit wall industries in the Low Countries (present-day Belgium and the Netherlands) were also aimed at producing grapes. From the 1850s onwards, Hoeilaart (nearby Brussels) and the Westland (the region which is now Holland’s largest glasshouse industry) became important producers of table grapes. By 1881, the Westland had 178 km of fruit walls.


    The Dutch also contributed to the development of the fruit wall. They started building fruit walls already during the first half of the eighteenth century, initially only in gardens of castles and country houses. Many of these had unique forms. Most remarkable was the serpentine or “crinkle crankle” wall.


    Although it’s actually longer than a linear wall, a serpentine wall economizes on materials because the wall can be made strong enough with just one brick thin. The alternate convex and concave curves in the wall provide stability and help to resist lateral forces. Furthermore, the slopes give a warmer microclimate than a flat wall. This was obviously important for the Dutch, who are almost 400 km north of Paris.


    Variants of the serpentine wall had recessed and protruding parts with more angular forms. Few of these seem to have been built outside the Netherlands, with the exception of those erected by the Dutch in the eastern parts of England (two thirds of them in Suffolk county). In their own country, the Dutch built fruit walls as high up north as Groningen (53°N).


    Another variation on the linear fruit wall was the sloped wall. It was designed by Swiss mathematician Nicolas Fatio de Duillier, and described in his 1699 book “Fruit Walls Improved.” A wall built at an incline of 45 degrees from the northerm horizon and facing south absorbs the sun’s energy for a longer part of the day, increasing plant growth.


    Heated Fruit Walls


    In Britain, no large-scale urban farming industries appeared, but the fruit wall became a standard feature of the country house garden from the 1600s onwards. The English developed heated fruit walls in the eighteenth and nineteenth centuries, to ensure that the fruits were not killed by frost and to assist in ripening fruit and maturing wood.


    In these “hot walls,” horizontal flues were running to and fro, opening into chimneys on top of the wall. Initially, the hollow walls were heated by fires lit inside, or by small furnaces located at the back of the wall. During the second half of the nineteenth century, more and more heated fruit walls were warmed by hot water pipes.


    The decline of the European fruit wall started in the late nineteenth century. Maintaining a fruit wall was a labor-intensive work that required a lot of craftsmanship in pruning, thinning, removing leaves, etcetera. The extension of the railways favoured the import of produce from the south, which was less labor-intensive and thus cheaper to produce. Artificially heated glasshouses could also produce similar or larger yields with much less skilled labor involved.


    The Birth of the Greenhouse


    Large transparant glass plates were hard to come by during the Middle Ages and early modern period, which limited the use of the greenhouse effect for growing crops. Window panes were usually made of hand-blown plate glass, which could only be produced in small dimensions. To make a large glass plate, the small pieces were combined by placing them in rods or glazing bars.


    Nevertheless, European growers made use of small-scale greenhouse methods since the early 1600s. The simplest forms of greenhouses were the “cloche,” a bell-shaped jar or bottomless glass jug that was placed on top of the plants, and the cold- or hotframe, a small seedbed enclosed in a glass-topped box. In the hotframe, decomposing horse manure was added for additional heating.


    In the 1800s, some Belgian and Dutch cultivators started experimenting with the placement of glass plates against fruit walls, and discovered that this could further boost crop growth. This method gradually developed into the greenhouse, built against a fruit wall. In the Dutch Westland region, the first of these greenhouses were built around 1850. By 1881, some 22 km of the 178 km of fruit walls in the westland was under glass.


    These greenhouse structures became larger and more sophisticated over time, but they all kept benefitting from the thermal mass of the fruit wall, which stored heat from the sun for use at night. In addition, many of these structures were provided with insulating mats that could be rolled out over the glass cover at night or during cold, cloudy weather. In short, the early greenhouse was a passive solar building.


    The first all glass greenhouses were built only in the 1890s, first in Belgium, and shortly afterwards in the Netherlands. Two trends played into the hands of the fully glazed greenhouse. The first was the invention of the plate glass production method, which made larger window panes much more affordable. The second was the advance of fossil fuels, which made it possible to keep a glass building warm in spite of the large heat losses.


    Consequently, at the start of the twentieth century, the greenhouse became a structure without thermal mass. The fruit wall that had started it all, was now gone. ←
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        English fruit wall. Image by Anne Burgess (CC BY-SA 2.0).
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        Early 20th century postcard of the peach walls in Montreuil.
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        Early 20th century postcard of the peach walls in Montreuil.
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        Early 20th century postcard of the peach walls in Montreuil.
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        Early 20th century postcard of the peach walls in Montreuil.
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        The use of available space was optimized by pruning the fruit trees.
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        Early 20th century postcard of Thomery, with fruit walls dominating the landscape.
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        A serpentine fruit wall in the Netherlands. Image by R&E (CC BY-SA 2.0).
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        The “cloche” was a bell-shaped jar or bottomless glass jug that was placed on top of the plants. Image by Myrabella, Wikimedia Commons (CC BY-SA 3.0).
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          Storage system for grapes in Thomery, France.
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        Birth of the glass greenhouse. Rijksdienst voor Cultureel Erfgoed, The Netherlands.
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        Greenhouse built against a serpentine fruit wall. Rijksdienst voor Cultureel Erfgoed, The Netherlands.
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    Reinventing the Greenhouse


    


    Contrary to its fully glazed counterpart, a passive solar greenhouse is designed to retain as much warmth as possible.


    The modern glass greenhouse requires massive inputs of energy to grow crops out of season. That’s because each square meter of glass, even if it’s triple glazed, loses ten times as much heat as a wall.


    However, growing fruits and vegetables out of season can also happen in a sustainable way, using the energy from the sun. Contrary to its fully glazed counterpart, a passive solar greenhouse is designed to retain as much warmth as possible.


    Research shows that it’s possible to grow warmth-loving crops all year round with solar energy alone, even if it’s freezing outside. The solar greenhouse is especially successful in China, where many thousands of these structures have been built during the last decades.


    Fruit Walls


    The quest to produce warm-loving crops in temperate regions initially didn’t involve any glass at all. In Northwestern Europe, Mediterranean crops were planted close to specially built “fruit walls” with high thermal mass, creating a microclimate that could be 8 to 12 °C (14 to 22 °F) warmer than an unaltered climate.


    Later, greenhouses built against these fruit walls further improved yields from solar energy alone. It was only at the very end of the nineteenth century that the greenhouse turned into a fully glazed and artificially heated building where heat is lost almost instantaneously — the complete opposite of the technology it evolved from.


    During the oil crises of the 1970s, there was a renewed interest in the passive solar greenhouse. [7] However, the attention quickly faded when energy prices came down again, and the all-glass greenhouse remained the horticultural workhorse of the Northwestern world. The Chinese, on the other hand, built 800,000 hectare of passive solar greenhouses during the last three decades — that’s 80 times the surface area of the largest glasshouse industry in the world, that of the Netherlands.


    The Chinese Solar Greenhouse


    The Chinese passive solar greenhouse has three walls of brick or clay. Only the southern side of the building consists of transparant material (usually plastic foil) through which the sun can shine. During the day the greenhouse captures heat from the sun in the thermal mass of the walls, which is released at night.


    At sunset, an insulating sheet — made of straw, pressed grass or canvas — is rolled out over the plastic, increasing the isolating capacity of the structure. The walls also block the cold, northern winds, which would otherwise speed up the heat loss of the greenhouse.


    Being the opposite of the energy-intensive glass greenhouse, the Chinese passive solar greenhouse is heated all-year round with solar energy alone, even when the outdoor temperature drops below freezing point. The indoor temperature of the structure can be up to 25 °C (45 °F) higher than the outdoor temperature.


    The incentive policy of the Chinese government has made the solar greenhouse a cornerstone of food production in central and northern China. One fifth of the total area of greenhouses in China is now a solar greenhouse. By 2020, they are expected to take up at least 1.5 million hectares. [1]


    Improving the Chinese Solar Greenhouse


    The first Chinese-style greenhouse was built in 1978. However, the technology only took off during the 1980s, following the arrival of transparent plastic foil. Not only is foil cheaper than glass, it is also lighter and doesn’t require a strong carrying capacity, which makes the construction of the structure much cheaper. Since then, the design has continuously been improved upon. The structure became deeper and taller, allowing sunlight to be distributed better and ensuring that temperature fluctuations are decreased.


    In addition, cultivators are increasingly opting for modern insulation materials instead of using rammed earth or air cavities for the insulation of the walls, which saves space and/or improves the heat absorption characteristics of the structure. Synthetic insulation blankets, which are better suited for dealing with moisture, are also seeing increased use. The old-fashioned straw mats become heavier and insulate less when they become wet.


    In some of the more recent greenhouses, the insulation blankets are rolled up and down automatically, and more sophisticated ventilation systems are used. Some greenhouses have a double roof or reflecting insulation installed. In addition, the plastic foil used for the greenhouses — obviously the least sustainable component of the system — is continuously being improved, resulting in a longer lifespan.


    Performance of the Chinese Solar Greenhouse


    The performance of the Chinese greenhouse depends on its design, the latitude, and the local climate. A recent study observed three types of greenhouses in Shenyang, the capital of the Liaoning province. The city is at 41.8°N and is one of the most northern areas where the Chinese-style greenhouse is built (between latitudes 32°N and 43°N).


    The research was conducted from the beginning of November to the end of March, the period during which the outside temperature drops below freezing. The average temperature in the coldest month is between –15 °C and –18 °C (5 to –0.4 °F). [1]


    The three greenhouses studied all have the same shape and dimensions (60 × 12.6 × 5.5 m), but the walls, the plastic foil, and the transparent layer vary. The simplest construction has walls of rammed earth and an inside layer of brick to increase the structures” stability. The covering is a thin plastic film that is covered at night with a straw blanket.


    The two other greenhouses have a northern wall of brick with extruded polystirene foam as insulating material, whereby the width of the wall can be cut in half. They are also covered with a thicker PVC plastic foil. The best greenhouse adds to this a reflective coating on the insulation blanket, further reducing heat loss at night.


    In the simplest greenhouse the temperatures dropped below the freezing point from early December until mid-January. Without extra heating, this greenhouse cannot grow any produce at this latitude. Only the most sophisticated greenhouse — with its reflecting insulation layer — succeeded in keeping the inside temperature above freezing at all times, using only solar energy.


    What’s more, the temperature stayed above 10 °C most of the time, which is the minimum temperature for the cultivation of warm season plants, like tomatoes and cucumbers. Of course, passive solar greenhouses in more southern locations would require less sophisticated insulation techniques to be operated without additional heating.


    Solar Greenhouses in Northern Climates


    If we go further north, similar solar passive greenhouses would require extra heating during the coldest months of the year, no matter how well they are insulated. Note that the farther north the greenhouse is located, the greater its slope will be. The slope of the roof is angled to be perpendicular to the sun’s rays when it’s lowest on the horizon.


    In 2005, a Chinese-style greenhouse was tested in Manitoba, Canada, at a latitude of 50°N. A greenhouse that is 30 × 7 meters with a well-insulated northern wall (3.6 RSI glass fiber) and an insulation blanket (1.2 RSI cotton) was observed from January to April. During the coldest month (February) the outside temperature varied between +4.5 °C and –29 °C (40 to –20 °F). While the interior temperature was on average 18 °C (32.4 °F) higher than the exterior, it turned out to be impossible to cultivate plants without extra heating during the winter. [2]


    Nevertheless, energy savings can be huge in comparison to a glass greenhouse. To keep the temperature above ten degrees at all times, the heating system of the Canadian structure must deliver a maximum of 17 W/m2, or 3.6 kW for the building. [2] In comparison, a glass greenhouse of equal proportions at the same interior and exterior temperatures would require a maximum capacity of 125 to 155 kW.


    Note that these results can’t be applied to all locations at 50°N. The Canadian research shows that solar output has a greater impact on the inside temperature of the structure than does the outside temperature. The correlation between inside temperature and sunlight is almost four times greater than the correlation between inside temperature and outside temperature. [2] For example, while Brussels lies at the same latitude as Manitoba, the latter has on average 1.5 times more sun.


    Thermal capacity can be further improved by placing black painted water storage tanks against the north wall inside the structure. These capture extra solar energy during the day and release it during the night. A different method to improve the heat retention of a greenhouse is by earth berming the north, east and west walls. Yet another solution to improve insulation is the underground or “pit greenhouse.” [8] However, this greenhouse receives less sunlight and is prone to flooding.


    More Space Needed


    The passive greenhouse could save a lot of energy, but a price would have to be paid: the profits generated by the Chinese greenhouse are two to three times lower per square meter than those of its fully glazed counterpart. In the more efficient Chinese greenhouses, an average 30 kg of tomatoes and 30 kg of cucumbers can be grown per square meter (numbers from 2005), while the average production in a glass greenhouses is about 60 kg of tomatoes and 100 kg cucumbers (numbers from 2003). [3] [4]


    A passive greenhouse industry would thus take up two to three times as much space to produce the same amount of food. This could be viewed as a problem, but of course what really eats space in agriculture is meat production. A more diverse and attractive supply of vegetables and fruits could make it more viable to reduce meat consumption, so land use shouldn’t be a problem.


    Compost Heated Greenhouses


    Another issue with a solar powered greenhouse is the lack of a CO2-source. In modern greenhouses, operators aim to have a CO2-level at least three times the level outdoors to increase crop yield. This CO2 is produced as a byproduct of the fossil fuel based heating systems inside the greenhouses. However, when no fossil fuels are used, another source of CO2 has to be found. This is not only an issue for solar greenhouses. It’s also one of the main reasons why geothermal energy and electric heat pumps are not advancing in the modern glasshouse industry.


    In Chinese solar greenhouses, this issue is sometimes solved by the combined raising of produce and animals. Pigs, chickens, and fish all produce CO2 that can be absorbed by the plants, while the plants produce oxygen (and green waste) for the animals. The animals and their manure also contribute to the heating of the structure. Research of such integrated greenhouse systems has shown that the combined production of vegetables, meat, milk, and eggs raises yields quite substantially. [5]


    Justin Walker, an American now living in Siberia, is building an integrated system using horses, goats and sheep in a monastery in Siberia. Considering the harsh climate, the structure is partly built below-ground, while its protruding parts are earth-bermed. Above the barn area is a hayloft that provides further winter insulation as well as ventilation in the summer when it is empty. His compost heat recovery system produces hot water that is piped through radiant floor heating zones in the floor of the greenhouse. The CO2 is supplied by the animals. [6]


    Heating and CO2-production can also be done without housing animals in the greenhouse. Their manure suffices.The use of horse manure for heating small-scale greenhouses dates back several centuries in Europe, and in China it was practised already 2,000 years ago. Since the 1980s, several compost heated greenhouse have been built in the USA. These have shown that a greenhouse can be entirely heated by compost if it is well-insulated, and that the method drastically enriches the CO2-levels in the soil and in the greenhouse air. To add to this, the compost also serves to increase soil fertility. [6] ←
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        Interior of a Chinese solar greenhouse.
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        A Chinese solar greenhouse with rolled up night curtain. iStock/Inzyx.
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        Interior of a solar greenhouse, China. Image: iStock.
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        Different types of Chinese solar greenhouses. A: The original design from the 1980s with a glass canopy. B: An improved design from the mid-1980s, with plastic foil, a night curtain, and better insulated walls. This design is the most widespread. C: An improved design from 1995. The walls are thinner because they are insulated with modern materials. Automatic handling of the night curtain. D: The most recent design from 2007, which has a double roof for extra insulation.


        Source: Structure, function, application, and ecological benefit of a single-slope, energy-efficient solar greenhouse in China. HortTechnology, June 2010. American Society for Horticultural Science.
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          Photos of a single-slope solar greenhouse: (A) exterior, (B) interior, (C) upper side of the double-arch solar greenhouse, and (D) a group of solar greenhouses. (Photos A through C were provided by M. Qu and Z. Zhang, respectively; photo D is courtesy of Beijing Agricultural Bureau).


          Source: Structure, function, application, and ecological benefit of a single-slope, energy-efficient solar greenhouse in China. HortTechnology, June 2010. American Society for Horticultural Science.
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    Why We Need a Speed Limit for the Internet


    The energy use of the internet can only stop growing when energy sources run out, unless we impose self-chosen limits.


    In terms of energy conservation, the leaps made in energy efficiency by the infrastructure and devices we use to access the internet have allowed many online activities to be viewed as more sustainable than offline.


    On the internet, however, advances in energy efficiency have a reverse effect: as the network becomes more energy efficient, its total energy use increases. This trend can only be stopped when we limit the demand for digital communication.


    Although it’s a strategy that we apply elsewhere, for instance, by encouraging people to eat less meat, or to lower the thermostat of the heating system, limiting demand is controversial when applied to the internet, in part because few people make the connection between data and energy.


    How Much Energy Does the Internet Consume?


    How much energy does the internet consume? Due to the complexity of the network and its fast-changing nature, nobody really knows. Estimates for the internet’s total electricity use vary by an order of magnitude. One reason for the discrepancy between results is that many researchers only investigate a part of the infrastructure that we call the internet.


    In recent years, the focus has been mostly on the energy use of data centers, which host the computers (the “servers”) that store all information online. However, in comparison, more electricity is used by the combination of end-use devices (the “clients,” such as desktops, laptops and smartphones), the network infrastructure (which transmits digital information between servers and clients), and the manufacturing process of servers, end-use devices, and networking devices.[1]


    A second factor that explains the large differences in results is timing. Because the internet infrastructure grows and evolves so fast, results concerning its energy use are only applicable to the year under study. Finally, as with all scientific studies, researcher’s models, methods and assumptions as a base for their calculations vary, and are sometimes biased due to beliefs or conflicts of interest. For example, it won’t suprise anyone that an investigation of the internet’s energy use by the American Coalition for Clean Coal Electricity sees much higher electricity consumption than a report written by the information and communication technology industry itself. [2] [3]


    Eight Billion Pedallers to Power the Internet


    Keeping all this in mind, we selected what seems to be the most recent, complete, honest and transparant report of the internet’s total footprint. It concludes that the global communications network consumed 1,815 TWh of electricity in 2012.[4] This corresponds to 8 percent of global electricity production in the same year (22,740 TWh). [5] [6]


    If we were to try to power the (2012) internet with pedal-powered generators, each producing 70 watt of electric power, we would need 8.2 billion people pedalling in three shifts of eight hours for 365 days per year. (Electricity consumption of end-use devices is included in these numbers, so the pedallers can use their smartphones or laptops while on the job). Solar or wind power are not much of a solution, either: 1,815 TWh equals three times the electricity supplied by all wind and solar energy plants in 2012, worldwide. [7]


    These researchers estimate that by 2017, the electricity use of the internet will rise to between 2,547 TWh (expected growth scenario) and 3,422 TWh (worst case scenario). If the worst-case scenario materializes, internet-related energy use will almost double in just five years time. Note that further improvements in energy efficiency are already included in these results. Without advances in efficiency, the internet’s energy use would double every two years, following the increase in data traffic. [8]


    Increasing Energy Consumption per User


    Importantly, the increasing energy consumption of the internet is not so much due to a growing amount of people using the network, as one would assume. Rather, it’s caused by a growing energy consumption per internet user. The network’s data traffic rises much faster than the number of internet users (45 percent versus 6–7 percent annually). [9] There’s two main reasons for this. The first is the evolution towards portable computing devices and wireless internet access. The second is the increasing bit rate of the accessed content, mainly caused by the digitalization of TV and the popularity of video streaming.


    In recent years we have seen a trend towards portable alternatives for the desktop computer: first with the laptop, then the tablet and the smartphone. [9] [4] The latter is on its way to 100 percent adoption: in rich countries, 84 percent of the population now uses a smartphone. These devices consume significantly less electricity than desktop computers, both during operation and manufacture, which has given them an aura of sustainability. However, they have other effects that more than off-set this advantage.


    First of all, smartphones move much of the computational effort (and thus the energy use) from the end-device to the data center: the rapid adoption of smartphones is coupled with the equally rapid growth in cloud-based computer services, which allow users to overcome the memory capacity and processing power limitations of mobile devices. [4] [10] Because the data that is to be processed, and the resulting outcome must be transmitted from the end-use device to the data center and back again, the energy use of the network infrastructure also increases.


    High-Speed Wireless Internet


    Robbing Peter to pay Paul can improve the total efficiency of some computational tasks and thus reduce total energy use, because servers in datacenters are managed more energy efficiently than our end-use devices. However, this advantage surely doesn’t hold for smartphones that connect wirelessly to the internet using 3G or 4G broadband. Energy use in the network is highly dependent on the local access technology: the “last mile” that connects the user to the backbone of the internet.


    A wired connection (dsl, cable, fiber) is the most energy efficient method to access the network. Wireless access through WiFi increases the energy use, but only slightly. [11] [12] However, if wireless acces is made through a cellular network tower, energy use soars. Wireless traffic through 3G uses 15 times more energy than WiFi, while 4G consumes 23 times more. [13] [4] [14] Desktop computers were (and are) usually connected to the internet via a wired link, but laptops, tablets and smartphones are wirelessly connected, either through WiFi or via a cellular network.


    Growth in mobile data traffic has been somewhat restricted to WiFi “offloading:” users restrict data connectivity on the 3G interface due to significantly higher costs and lower network performance. [4] Instead, they connect to WiFi networks that have become increasingly available. With the advance of 4G networks, the speed advantage of WiFi disappears: 4G has comparable or improved network throughput compared to WiFi. [13] Most network operators are in the process of large-scale rollouts of 4G networks. The number of global 4G connections more than doubled from 200 million at the end of 2013 to 490 million at the end of 2014, and is forecast to reach 875 million by the end of 2015. [10] [15] [16]


    More Time Online


    The combination of portable computing devices and wireless internet access also increases the time we spend online. [10] This trend did not start with smartphones. Laptops were expected to lower the energy consumption of the internet, but they raised it because people took advantage of the laptop’s convenience and portability to be online far more often. “It was only with the laptop that the computer entered the living room.” [17]


    Smartphones are the next step in this evolution. They allow data to be consumed in many places in and outside the home, alongside more conventional computing. For example, field research has revealed that smartphones are intensively used to fill “dead time” — small pockets of time not focused on one specific activity and often perceived as unproductive time: waiting, commuting, being bored, coffee breaks, or “social situations that are not stimulating enough.” Smartphones also have become to play an important bedtime role, being called upon last thing at night and first thing in the morning. [18]


    Noting these trends, it is clear that not every smartphone is a substitute for a laptop or desktop computer. Both are used alongside each other and even simulatenously. In conclusion, thanks to smartphones and wireless internet, we are now connected anywhere and anytime, using our increasingly energy efficient devices for longer hours as we send more and more data over a worldwide infrastructure. [18] [19]


    The result is more energy use, from the mobile devices themselves, and — much more important — in the datacenters and in the network infrastructure. Also, let’s not forget that calling someone using a smartphone costs more energy than callling someone using a dumbphone.


    Increasing Bit Rates: Music & Video


    A second key driver behind the growing energy consumption per internet user is the increasing bit rate of content. The internet started as a text-medium, but images, music and video have become just as important. Downloading a text page requires very little energy. To give an example, all the text on this blog, some 100 articles, can be packed into less than 9 megabytes (MB) of data. Compare this to a single high-resolution image, which easily gets to 3 mb, or a standard quality 8-minute YouTube video, which ticks off at 30 mb — three times the data required for all the words on this blog.


    Because energy use rises with every bit of data, it matters a lot what we’re doing online. And as it turns out, we are increasingly using the network for content with high bit rates, especially video. In 2012, video traffic was 57 percent of all internet traffic (excluding video exchanged through P2P-networks). It’s expected to increase to 69 percent in 2017. [20]


    If video and wireless internet access are the key drivers behind the increasing energy use of the internet, then of course wireless video is the worst offender. And it’s exactly that share of traffic that’s growing the fastest. According to the latest Cisco Visual Networking Index, mobile video traffic will grow to 72 percent of total mobile data traffic in 2019: [10]


    When device capabilities are combined with faster, higher bandwith, it leads to wide adoption of video applications that contribute to increased data traffic over the network. As mobile network connection speeds increase, the average bit rate of content accessed through the mobile network will increase. High-definition video will be more prevalent, and the proportion of streamed content, as compared to side-loaded content, is also expected to increase. The shift towards on-demand video will affect mobile networks as much as it will affect fixed networks.


    Power consumption is not only influenced by data rates but also by the type of service provided. For applications such as email, web browsing, and video and audio downloads, short delays are acceptable. However, for real-time services — videoconferencing, and audio and video streaming — delay cannot be tolerated. This requires a more performant network, and thus more energy use.


    Does the Internet Save Energy?


    The growing energy use of the internet is often explained away with the argument that the network saves more energy than it consumes. This is attributed to substitution effects in which online services replace other more energy-intensive activities. [12] Examples are videoconferencing, which is supposed to be an alternative for the airplane or the car, or the downloading or streaming of digital media, which is supposed to be an alternative for manufacturing and shipping DVDs, CDs, books, magazines or newspapers.


    Some examples. A 2011 study concluded that “by replacing one in four plane trips with videoconferencing, we save about as much power as the entire internet consumes,” while a 2014 study found that “videoconferencing takes at most 7 percent of the energy of an in-person meeting.” [21] [22] Concerning digital media, a 2014 study concludes that shifting all dvd viewing to video streaming in the us would respresent a savings equivalent to the primary energy used to meet the electricity demand of nearly 200,000 US household per year. [23] A 2010 study found that streaming a movie consumed 30 to 78 percent of the energy of traditional dvd rental networks (where a dvd is sent over the mail to the customer who has to send it back later). [24]


    There are some fundamental problems with these claims. First of all, the results are heavily influenced by how you calculate the energy use of the internet. If we look at the energy use per bit of data transported (the “energy intensity” of the internet), results vary from 0,00064 to 136 kilowatt-hour per Gigabyte (kWh/GB), a difference of four orders of magnitude. [12] [18] The researchers who made this observation conclude that “whether and to what extent it is more energy efficient to download a movie rather than buying a dvd, or more sustainable to meet via videoconferencing instead of travelling to a face-to-face meeting are questions that cannot be satisfyingly answered with such diverging estimates of the substitute’s impact.” [12]


    To make matters worse, researchers have to make a variety of additional assumptions that can have a major impact on the end result. If videoconferencing is compared to a plane trip, what’s the distance travelled? Is the plane full or not? In what year was it built? On the other hand, how long does the videoconference take? Does it happen over a wired or a wireless access network? Do you use a laptop or a high-end telepresence system? When you’re streaming music, do you listen to a song once or twenty times? If you buy a dvd, do you go to the store by car or by bike? How long is the trip? Do you only buy the dvd or do you also shop for other stuff?


    Time and Distance


    All these questions can be answered in such a way that you can engineer the end result you want. That’s why it’s better to focus on the mechanisms that favour the energy efficiency of online and offline services, what scientists call a “sensitivity analysis.” To be fair, most researchers perform such an analysis, but its results usually don’t make it into the introduction of the paper, let alone into the accompanying press release.


    One important difference between online and offline services is the role of time. Online, energy use increases with the time of the activity. If you read two articles instead of one article on a digital news site, you consume more energy. But if you buy a newspaper, the energy use is independent of the number of articles you read. A newspaper could even be read by two people so that energy use per person is halved.


    Next to time there is the factor of distance. Offline, the energy use increases with the distance, because transportation of a person or product makes up the largest part of total offline energy consumption. This is not the case with online activities, where distance has little or no effect on energy consumption.


    A sensitivity analysis generates very different conclusions from the ones that are usually presented. For example: streaming a music album over the internet 27 times can use more energy than the manufacturing and transportation of its cd equivalent. [25] Or, reading a digital newspaper on a desktop pc uses more energy than reading a paper version from the moment the reading length exceeds one hour and a quarter, taking the view that the newspaper is read by one person. [26] Or, in the earlier mentioned study about the energy advantage of videoconferencing, reducing the international participant’s travel distance from 5,000 to 333 km makes travelling in person more energy efficient than videoconferencing when a high-end telepresence system is used. Similarly, if the online conference takes not five but 75 hours, it’s more energy efficient to fly 5,000 km. [22]


    Rebound Effects


    The energy efficiency advantage of videoconferencing looks quite convincing, because 75-hour meetings are not very common. However, we still have to discuss what is the most important problem with studies that claim energy efficiency advantages for online services: they usually don’t take into account rebound effects. A rebound effect refers to the situation in which the positive effect of technologies with improved efficiency levels is offset by systematic factors or user behavior. For example, new technologies rarely replace existing ones outright, but instead are used in conjunction with one another, thereby negating the proposed energy savings. [27]


    Not every videoconference call is a substitute for physical travel. It can also replace a phone call or an email, and in these cases energy use goes up, not down. [22] Likewise, not every streamed video or music album is a substitute for a physical dvd or cd. The convenience of streaming and the advance of portable end-use devices with wireless access leads to more video viewing and music listening hours, at the expense of other activities which could include reading, observing one’s environment, or engaging in a conversation. [23]


    Because the network infrastructure of the internet is becoming more energy efficient every year — the energy use per bit of data transported continues to decrease — it’s often stated that online activities will become more energy efficient over time, compared to offline activities. [3] However, as we have seen, the bit rate of digital content online is also increasing.


    This is not only due to the increasing popularity of video applications, but also because of the increasing bit rate of the videos themselves. Consequently, future efficiency improvements in the network infrastructure will bring higher quality movies and videoconferencing, not energy savings. According to several studies, bit rates increase faster than energy efficiency so that green gains of online alternatives are decreasing. [22] [23] [24]


    Efficiency Drives Energy Use


    The rebound effect is often presented as a controversial issue, something that may or may not exist. But at least when it comes to computing and the internet, it’s an ironclad law. The rebound effect manifests itself undoubtedly in the fact that the energy intensity of the internet (energy used per unit of information sent) is decreasing while total energy use of the internet is increasing.


    It’s also obvious in the evolution of microprocessors. The electricity use in fabricating a microprocessor has fallen from 0.028 kWh per MHz in 1995 to 0.001 kWh per MHz in 2006 as a result of improvements in manufacturing processes. [28] However, this has not caused a corresponding reduction of energy use in microprocessors. Increased functionality — faster microprocessors — has cancelled out the efficiency gains per MHz. In fact, this rebound effect has become known as Moore’s Law, which drives progress in computing. [27] [28]


    In other words, while energy efficiency is almost universally presented as a solution for the growing energy use of the internet, it’s actually the cause of it. When computers were still based on vacuum tubes instead of transistors on a chip, the power used by one machine could be as high as 140 kilowatt. Today’s computers are at least a thousand times more energy efficient, but it’s precisely because of this improved energy efficiency that they are now on everybody’s desk and in everybody’s pocket. Meanwhile, the combined energy use of all these more energy-efficient machines outperforms the combined energy use of all vacuum tube computers by several orders of magnitude.


    Sufficiency


    In conclusion, we see that the internet affects energy use on three levels. The primary level is the direct impact through the manufacturing, operation and disposal of all devices that make up the internet infrastructure: end-use devices, data centers, network and manufacturing. On a second level, there are indirect effects on energy use due to the internet’s power to change things, such as media consumption or physical travel, resulting in a decrease or increase of the energy use. On a third level, the internet shifts consumption patterns, brings technological and societal change, and contributes to economic growth. [27] [28] The higher system levels are vastly more important than the direct impacts, despite receiving very little attention. [28]


    [The internet] entails a progressive globalization of the economy that has thus far caused increasing transportation of material products and people... The induction effect arising from the globalization of markets and distributed forms of production due to telecommunication networks clearly leads away from the path of sustainability... Finally, the information society also means acceleration of innovation processes, and thus ever faster devaluation of the existing by the new, whether hardware or software, technical products or human skills and knowledge. [27]


    Nobody can deny that the internet can save energy in particular cases, but in general the overwhelming trend is towards ever-higher energy use. This trend will continue unabated if we don’t act. There’s no constraint on the bit rate of digital data. Blu-ray provides superior viewing experience, with data sizes ranging between 25 and 50 GB — five to ten times the size of a hd video. With viewers watching 3d movies at home, we can imagine future movie sizes of 150 GB, while holographic movies go towards 1,000 GB. [24]


    Nor is there any constraint on the bit rate of wireless internet connections. Engineers are already preparing the future launch of 5G, which will be faster than 4G but also use more energy. There’s not even a constraint on the number of internet connections. The concept of the “internet of things” foresees that in the future all devices could be connected to the internet, a trend that’s already happening. And let’s not forget that for the moment only 40 percent of the global population has access to the internet.


    In short, there are no limits to growth when it comes to the internet, except for the energy supply itself. This makes the internet rather unique. For example, while the rebound effect is also very obvious in cars, there are extra limits which impede their energy use from increasing unabated. Cars can’t get larger or heavier ad infinitum, as that would require a new road and parking infrastructure. And cars can’t increase their speed indefinitely, because we have imposed maximum speed limits for safety. The result is that the energy use of cars has more or less stabilized. You could argue that cars have achieved a status of “sufficiency:”


    A system consuming some inputs from its environment can either increase consumption whenever it has the opportunity to do so, or keep its consumption within certain limits. In the latter case, the system is said to be in a state of sufficiency... A sufficient system can improve its outputs only by improving the efficiency of its internal process. [29]


    The performance of cars has only increased within the limits of the energy efficiency progress of combustion engines. A similar effect can be seen in mobile computing devices, which have reached a state of sufficiency with regard to electricity consumption — at least for the device itself. [29] In smartphones, energy use is limited by a combination of battery constraints: energy density of the battery, acceptable weight of the battery, and required battery life. The consequence is that the per-device energy use is more or less stable. The performance of smartphones has only increased within the limits of the energy efficiency progress of computing (and to some extent the energy density progress of batteries). [29]


    A Speed Limit for the Internet


    In contrast, the internet has very low sufficiency. On the internet, size and speed are not impractical or dangerous. Batteries limit the energy use of mobile computing devices, but not the energy use of all the other components of the network. Consequently, the energy use of the internet can only stop growing when energy sources run out, unless we impose self-chosen limits, similar to those for cars or mobile computing devices. This may sound strange, but it’s a strategy we also apply quite easily to thermal comfort (lower the thermostat, dress better) or transportation (take the bike, not the car).


    Limiting the demand for data could happen in many ways, some of which are more practical than others. We could outlaw the use of video and turn the internet back into a text and image medium. We could limit the speed of wireless internet connections. We could allocate a specific energy budget to the internet. Or, we could raise energy prices, which would simultaneously affect the offline alternatives and thus level the playing field. The latter strategy is preferable because it leaves it to the market to decide which applications and devices will survive.


    Although none of these options may sound attractive, it’s important to note that setting a limit would not stop technological progress. Advances in energy efficiency will continue to give room for new devices and applications to appear. However, innovation will need to happen within the limits of energy efficiency improvements, as is now the case with cars and mobile computing devices. In other words: energy efficiency can be an important part of the solution if it is combined with sufficiency.


    Limiting demand would also imply that some online activities move back to the off-line world — streaming video is candidate number one. It’s quite easy to imagine offline alternatives that give similar advantages for much less energy use, such as public libraries with ample dvd collections. Combined with measures that reduce car traffic, so that people could go to the library using bikes or public transportation, such a service would be both convenient and efficient. Rather than replacing physical transportation by online services, we should fix the transport infrastructure.


    In the next articles, we investigate the low-tech information networks that are being developed in poor countries. There, “sufficiency” is ingrained in society, most notably in the form of a non-existing or non-reliable energy infrastructure and limited purchasing power. We also discuss the community networks that have sprung up in remote regions of rich countries, and the designs for shared networks in cities. These alternative networks provide much more energy efficient alternatives for digital communication in exchange for a different use of the internet. ←
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        Smartphones, tablets and laptops are used alongside each other and even simultaneously. Image by miniyo73 (CC BY-SA 2.0), flickr.
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        High-end telepresence system. Image: Wikimedia Commons. Courtesy of Tandberg Cooperation.
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        Wireless traffic through 3G uses 15 times more energy than WiFi, while 4G consumes 23 times more. Image: The top of a cell tower (2007). Credit: J. Smith (CC BY-SA 2.5), Wikimedia Commons.
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    How to Build a Low-tech Internet


    


    If we want the internet to keep working in circumstances where access to energy is more limited, we can learn important lessons from alternative network technologies.


    Wireless internet access is on the rise in both modern consumer societies and in the developing world. In rich countries, however, the focus is on always-on connectivity and ever higher access speeds. In poor countries, on the other hand, connectivity is achieved through much more low-tech, often asynchronous networks.


    While the high-tech approach pushes the costs and energy use of the internet higher and higher, the low-tech alternatives result in much cheaper and very energy efficient networks that combine well with renewable power production and are resistant to disruptions.


    If we want the internet to keep working in circumstances where access to energy is more limited, we can learn important lessons from alternative network technologies. Best of all, there’s no need to wait for governments or companies to facilitate: we can build our own resilient communication infrastructure if we cooperate with one another. This is demonstrated by several community networks in Europe, of which the largest has more than 35,000 users already.


    The “Worldwide” Web


    More than half of the global population does not have access to the “worldwide” web. Up to now, the internet is mainly an urban phenomenon, especially in “developing” countries. Telecommunication companies are usually reluctant to extend their network outside cities due to a combination of high infrastructure costs, low population density, limited ability to pay for services, and an unreliable or non-existent electricity infrastructure. Even in remote regions of “developed” countries, internet connectivity isn’t always available.


    Internet companies such as Facebook and Google regularly make head-lines with plans for connecting these remote regions to the internet. Facebook tries to achieve this with drones, while Google counts on high-altitude balloons. There are major technological challenges, but the main objection to these plans is their commercial character. Obviously, Google and Facebook want to connect more people to the internet because that would increase their revenues. Facebook especially receives lots of criticism because their network promotes their own site in particular, and blocks most other internet applications. [1]


    Meanwhile, several research groups and network enthusiasts have developed and implemented much cheaper alternative network technologies to solve these issues. Although these low-tech networks have proven their worth, they have received much less attention. Contrary to the projects of internet companies, they are set up by small organizations or by the users themselves. This guarantees an open network that benefits the users instead of a handful of corporations. At the same time, these low-tech networks are very energy efficient.


    WiFi-based Long Distance Networks


    Most low-tech networks are based on WiFi, the same technology that allows mobile access to the internet in most western households. Although the WiFi-standard was developed for short-distance data communication (with a typical range of about 30 meters), its reach can be extended through modifications of the Media Access Control (MAC) layer in the networking protocol, and through the use of range extender amplifiers and directional antennas. [2]


    The longest unamplified WiFi link is a 384 km wireless point-to-point connection between Pico El Águila and Platillón in Venezuela, established a few years ago. [3] [4] However, WiFi-based long distance networks usually consist of a combination of shorter point-to-point links, each between a few kilometers and one hundred kilometers long at most. These are combined to create larger, multihop networks. Point-to-points links, which form the backbone of a long range WiFi network, are combined with omnidirectional antennas that distribute the signal to individual households (or public institutions) of a community.


    Long-distance WiFi links require line of sight to make a connection — in this sense, the technology resembles the 18th century optical telegraph. [5] If there’s no line of sight between two points, a third relay is required that can see both points, and the signal is sent to the intermediate relay first. Depending on the terrain and particular obstacles, more hubs may be necessary. [6]


    Point-to-point links typically consist of two directional antennas, one focused on the next node and the other on the previous node in the network. Nodes can have multiple antennas with one antenna per fixed point-to-point link to each neighbour. [7] This allows mesh routing protocols that can dynamically select which links to choose for routing among the available ones. [8]


    Distribution nodes usually consist of a sectoral antenna (a small version of the things you see on mobile phone masts) or a conventional WiFi-router, together with a number of receivers in the community. [6] For short distance WiFi-communication, there is no requirement for line of sight between the transmitter and the receiver. [9]


    To provide users with access to the worldwide internet, a long range WiFi network should be connected to the main backbone of the internet using at least one “backhaul” or “gateway node.” This can be a dial-up or broadband connection (DSL, fiber or satellite). If such a link is not established, users would still be able to communicate with each other and view websites set up on local servers, but they would not be able to access the internet. [10]


    Advantages of Long Range WiFi


    Long range WiFi offers high bandwidth (up to 54 Mbps) combined with very low capital costs. Because the WiFi standard enjoys widespread acceptance and has huge production volumes, off-the-shelf antennas and wireless cards can be bought for very little money. [11] Alternatively, components can be put together from discarded materials such as old routers, satellite dish antennas and laptops. Protocols like WiLDNet run on a 266 Mhz processor with only 128 MB memory, so an old computer will do the trick. [7]


    The WiFi-nodes are lightweight and don’t need expensive towers — further decreasing capital costs, and minimizing the impact of the structures to be built. [7] More recently, single units that combine antenna, wireless card and processor have become available. These are very convenient for installation. To build a relay, one simply connects such units together with ethernet cables that carry both signal and power. [6] The units can be mounted in towers or slim masts, given that they offer little windload. [3] Examples of suppliers of long range WiFi components are Ubiquity and MicroTik.


    Long range WiFi also has low operational costs due to low power requirements. A typical mast installation consisting of two long distance links and one or two wireless cards for local distribution consumes around 30 watts. [12] In several low-tech networks, nodes are entirely powered by solar panels and batteries. Another important advantage of long range WiFi is that it makes use of unlicensed spectrum (2.4 and 5 GHz), and thus avoids negotiations with telecom operators and government. This adds to the cost advantage and allows basically anyone to start a WiFi-based long distance network. [9]


    Long Range WiFi Networks in Poor Countries


    The first long range WiFi networks were set up ten to fifteen years ago. In poor countries, two main types have been built. The first is aimed at providing internet access to people in remote villages. An example is the Akshaya network in India, which covers the entire Kerala State and is one of the largest wireless networks in the world. The infrastructure is built around approximately 2,500 “computer access centers,” which are open to the local population — direct ownership of computers is minimal in the region. [13]


    Another example, also in India, are the AirJaldi networks which provide internet access to approximately 20,000 users in six states, all in remote regions and on difficult terrain. Most nodes in this network are solar-powered and the distance between them can range up to 50 km or more. [14] In some African countries, local WiFi-networks distribute internet access from a satellite gateway. [15] [16]


    A second type of long distance WiFi network in poor countries is aimed at providing telemedicine to remote communities. In remote regions, health care is often provided through health posts scarcely equipped and attended by health technicians who are barely trained. [17] Long-range WiFi networks can connect urban hospitals with these outlying health posts, allowing doctors to remotely support health technicians using high-resolution file transfers and real-time communication tools based on voice and video.


    An example is the link between Cabo Pantoja and Iquitos in the Loreto province in Peru, which was established in 2007. The 450 km network consists of 17 towers which are 16 to 50 km apart. The line connects 15 medical outposts in remote villages with the main hospital in Iquitos and is aimed at remote diagnosis of patients. [17] [18] All equipment is powered by solar panels. [18] [19] Other succesful examples of long range WiFi telemedicine networks have been built in India, Malawi and Ghana. [20] 21]


    WiFi-Based Community Networks in Europe


    The low-tech networks in poor countries are set up by NGO’s, governments, universities or businesses. In contrast, most of the WiFi-based long distance networks in remote regions of rich countries are so-called “community networks:” the users themselves build, own, power and maintain the infrastructure. Similar to the shared wireless approach in cities, reciprocal resource sharing forms the basis of these networks: participants can set up their own node and connect to the network (for free), as long as their node also allows traffic of other members. Each node acts as a WiFi routing device that provides IP forwarding services and a data link to all users and nodes connected to it. [8] [22]


    Consequently, with each new user, the network becomes larger. There is no a-priori overall planning. A community network grows bottom-up, driven by the needs of its users, as nodes and links are added or upgraded following demand patterns. The only consideration is to connect a node from a new participant to an existing one. As a node is powered on, it discovers it neighbours, attributes itself a unique IP address, and then establishes the most appropriate routes to the rest of the network, taking into account the quality of the links. Community networks are open to participation to everyone, sometimes according to an open peering agreement. [8] [9] [19] [22]


    Despite the lack of reliable statistics, community networks seem to be rather succesful, and there are several large ones in Europe, such as Guifi (Spain), Athens Wireless Metropolitan Network (Greece), FunkFeuer (Austria), and Freifunk (Germany). [8] [22] [23] [24]


    The Spanish network is the largest WiFi-based long distance network in the world with more than 50,000 kilometers of links, although a small part is based on optic fiber links. Most of it is located in the Catalan Pyrenees, one of the least populated areas in Spain. The network was initiated in 2004 and now has close to 30,000 nodes, up from 17,000 in 2012. [8] [22]


    Guifi.net provides internet access to individuals, companies, administrations and universities. In principle, the network is installed, powered and maintained by its users, although volunteer teams and even commercial installers are present to help. Some nodes and backbone upgrades have been succesfully crowdfunded by indirect beneficiaries of the network. [8] [22]


    Performance of Low-tech Networks


    So how about the performance of low-tech networks? What can you do with them? The available bandwidth per user can vary enormously, depending on the bandwidth of the gateway node(s) and the number of users, among other factors. The long-distance WiFi networks aimed at telemedicine in poor countries have few users and a good backhaul, resulting in high bandwidth (+ 40 Mbps). This gives them a similar performance to fiber connections in the developed world. A study of (a small part of) the Guifi.net community network, which has dozens of gateway nodes and thousands of users, showed an average throughput of 2 Mbps, which is comparable to a relatively slow DSL connection. Actual throughput per user varies from 700 kbps to 8 Mbps. [25]


    However, the low-tech networks that distribute internet access to a large user base in developing countries can have much more limited bandwidth per user. For example, a university campus in Kerala (India) uses a 750 kbps internet connection that is shared across 3,000 faculty members and students operating from 400 machines, where during peak hours nearly every machine is being used.


    Therefore, the worst-case average bandwidth available per machine is approximately 1.9 kbps, which is slow even in comparison to a dial-up connection (56 kbps). And this can be considered a really good connectivity compared to typical rural settings in poor countries. [26] To make matters worse, such networks often have to deal with an intermittent power supply.


    Under these circumstances, even the most common internet applications have poor performance, or don’t work at all. The communication model of the internet is based on a set of network assumptions, called the TCP/IP protocol suite. These include the existence of a bi-directional end-to-end path between the source (for example a website’s server) and the destination (the user’s computer), short round-trip delays, and low error rates.


    Many low-tech networks in poor countries do not comform to these assumptions. They are characterized by intermittent connectivity or “network partitioning”— the absence of an end-to-end path between source and destination — long and variable delays, and high error rates. [21] [27] [28]


    Delay-Tolerant Networks


    Nevertheless, even in such conditions, the internet could work perfectly fine. The technical issues can be solved by moving away from the always-on model of traditional networks, and instead design networks based upon asynchronous communication and intermittent connectivity. These so-called “delay-tolerant networks” (DTNs) have their own specialized protocols overlayed on top of the lower protocols and do not utilize TCP. They overcome the problems of intermittent connectivity and long delays by using store-and-forward message switching.


    Information is forwarded from a storage place on one node to a storage place on another node, along a path that eventually reaches its destination. In contrast to traditional internet routers, which only store incoming packets for a few milliseconds on memory chips, the nodes of a delay-tolerant network have persistent storage (such as hard disks) that can hold information indefinitely. [27] [28]


    Delay-tolerant networks don’t require an end-to-end path between source and destination. Data is simply transferred from node to node. If the next node is unavailable because of long delays or a power outage, the data is stored on the hard disk until the node becomes available again. While it might take a long time for data to travel from source to destination, a delay-tolerant network ensures that it will eventually arrive.


    Delay-tolerant networks further decrease capital costs and energy use, leading to the most efficient use of scarce resources. They keep working with an intermittent energy supply and they combine well with renewable energy sources: solar panels or wind turbines could power network nodes only when the sun shines or the wind blows, eliminating the need for energy storage.


    Data Mules


    Delay-tolerant networking can take surprising forms, especially when they take advantage of some non-traditional means of communication, such as “data mules.” [11] [29] In such networks, conventional transportation technologies — buses, cars, motorcycles, trains, boats, airplanes — are used to ferry messages from one location to another in a store-and-forward manner.


    Examples are DakNet and KioskNet, which use buses as data mules. [30] [31] [32] [33] [34] In many developing regions, rural bus routes regularly visit villages and towns that have no network connectivity. By equipping each vehicle with a computer, a storage device and a mobile WiFi-node on the one hand, and by installing a stationary WiFi-node in each village on the other hand, the local transport infrastructure can substitute for a wireless internet link. [11]


    Outgoing data (such as sent emails or requests for webpages) is stored on local computers in the village until the bus comes withing range. At this point, the fixed WiFi-node of the local computer automatically transmits the data to the mobile WiFi-node of the bus. Later, when the bus arrives at a hub that is connected to the internet, the outgoing data is transmitted from the mobile WiFi-node to the gateway node, and then to the internet. Data sent to the village takes the opposite route. The bus — or data — driver doesn’t require any special skills and is completely oblivious to the data transfers taking place. He or she does not need to do anything other than come in range of the nodes. [30] [31]


    The use of data mules offers some extra advantages over more “sophisticated” delay-tolerant networks. A “drive-by” WiFi network allows for small, low-cost and low-power radio devices to be used, which don’t require line of sight and consequently no towers — further lowering capital costs and energy use compared to other low-tech networks. [30] [31] [32]


    The use of short-distance WiFi-links also results in a higher bandwidth compared to long-distance WiFi-links, which makes data mules better suited to transfer larger files. On average, 20 MB of data can be moved in each direction when a bus passes a fixed WiFi-node. [30] [32] On the other hand, latency (the time interval between sending and receiving data) is usually higher than on long-range WiFi-links. A single bus passing by a village once a day gives a latency of 24 hours.


    Delay-Tolerant Software


    Obviously, a delay-tolerant network (DTN) — whatever its form — also requires new software: applications that function without a connected end-to-end networking path. [11] Such custom applications are also useful for synchronous, low bandwidth networks. Email is relatively easy to adapt to intermittent connectivity, because it’s an asynchronous communication method by itself. A DTN-enabled email client stores outgoing messages until a connection is available. Although emails may take longer to reach their destination, the user experience doesn’t really change.


    Browsing and searching the web requires more adaptations. For example, most search engines optimize for speed, assuming that a user can quickly look through the returned links and immediately run a second modified search if the first result is inadequate. However, in intermittent networks, multiple rounds of interactive search would be impractical. [26] [35] Asynchronous search engines optimize for bandwith rather than response time. [26] [30] [31] [35] [36] For example, RuralCafe desynchronizes the search process by performing many search tasks in an offline manner, refining the search request based on a database of similar searches. The actual retrieval of information using the network is only done when absolutely necessary.


    Some DTN-enabled browsers download not only the explicitly requested webpages but also the pages that are linked to by the requested pages. [30] Others are optimized to return low-bandwidth results, which are achieved by filtering, analysis, and compression on the server site. A similar effect can be achieved through the use of a service like Loband, which strips webpages of images, video, advertisements, social media buttons, and so on, merely presenting the textual content. [26]


    Browsing and searching on intermittent networks can also be improved by local caching (storing already downloaded pages) and prefetching (downloading pages that might be retrieved in the future). [26] Many other internet applications could also be adapted to intermittent networks, such as electronic form filling, interaction with e-commerce sites, blogsoftware, large file downloads, social media, and so on. [11] [30] All these applications would remain possible, though at lower speeds.


    Sneakernets


    Obviously, real-time applications such as internet telephony, media streaming, chatting or videoconferencing are impossible to adapt to intermittent networks, which provide only asynchronous communication. These applications are also difficult to run on synchronous networks that have limited bandwidth. Because these are the applications that are in large part responsible for the growing energy use of the internet, one could argue that their incompatibility with low-tech networks is actually a good thing.


    Furthermore, many of these applications could be organized in different ways. While real-time voice or video conversations won’t work, it’s perfectly possible to send and receive voice or video messages. And while streaming media can’t happen, downloading music albums and video remains possible. Moreover, these files could be “transmitted” by the most low-tech internet technology available: a sneakernet. In a sneakernet, digital data is “wirelessly” transmitted using a storage medium such as a hard disk, a USB-key, a flash card, or a CD or DVD. Before the arrival of the internet, all computer files were exchanged via a sneakernet, using tape or floppy disks as a storage medium.


    Just like a data mules network, a sneakernet involves a vehicle, a messenger on foot, or an animal (such as a carrier pigeon). However, in a sneakernet there is no automatic data transfer between the mobile node (for instance, a vehicle) and the stationary nodes (sender and recipient). Instead, the data first have to be transferred from the sender’s computer to a portable storage medium. Then, upon arrival, the data have to be transferred from the portable storage medium to the receiver’s computer. [30] A sneakernet thus requires manual intervention and this makes it less convenient for many internet applications.


    There are exceptions, though. For example, a movie doesn’t have to be transferred to the hard disk of your computer in order to watch it. You play it straight from a portable hard disk or slide a disc into the DVD-player. Moreover, a sneakernet also offers an important advantage: of all low-tech networks, it has the most bandwidth available. This makes it perfectly suited for the distribution of large files such as movies or computer games. In fact, when very large files are involved, a sneakernet even beats the fastest fiber internet connection. At lower internet speeds, sneakernets can be advantageous for much smaller files.


    Technological progress will not lower the advantage of a sneakernet. Digital storage media evolve at least as fast as internet connections and they both improve communication in an equal way.


    Resilient Networks


    While most low-tech networks are aimed at regions where the alternative is often no internet connection at all, their usefulness for well-connected areas cannot be overlooked. The internet as we know it in the industrialized world is a product of an abundant energy supply, a robust electricity infrastructure, and sustained economic growth. This “high-tech” internet might offer some fancy advantages over the low-tech networks, but it cannot survive if these conditions change. This makes it extremely vulnerable.


    Depending on their level of resilience, low-tech networks can remain in operation when the supply of fossil fuels is interrupted, when the electricity infrastructure deteriorates, when the economy grinds to a halt, or if other calamities should hit. Such a low-tech internet would allow us to surf the web, send and receive e-mails, shop online, share content, and so on. Meanwhile, data mules and sneakernets could serve to handle the distribution of large files such as videos. Stuffing a cargo vessel or a train full of digital storage media would beat any digital network in terms of speed, cost and energy efficiency. And if such a transport infrastructure would no longer be available, we could still rely on messengers on foot, cargo bikes and sailing vessels.


    Such a hybrid system of online and offline applications would remain a very powerful communication network — unlike anything we had even in the late twentieth century. Even if we envision a doom scenario in which the wider internet infrastructure would disintegrate, isolated low-tech networks would still be very useful local and regional communication technologies. Furthermore, they could obtain content from other remote networks through the exchange of portable storage media. The internet, it appears, can be as low-tech or high-tech as we can afford it to be. ←
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        A Freifunk WiFi-node is installed in Berlin, Germany. Image by Boris Niehaus (CC BY-SA 3.0).
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        A Guifi.net supernode is installed in Catalonia, Spain. Image by Lluis tgn (CC BY-SA 4.0)
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        A node in the Scottish Tegola Network. Attribution 3.0 Unported (CC BY 3.0).
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        A node in the Scottish Tegola Network. Attribution 3.0 Unported (CC BY 3.0).
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        Home made network devices. Pretty fly for a Wifi, Roel Roscam Abbing and Lídia Pereira.
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        Backhaul relay in the Garhwal Network, AirJaldi. Source: Wireless Networking in the Developing World (wndw.net). CC BY-SA 3.0.
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        A solar powered node in the Kumaon Network, AirJaldi. Source: Wireless Networking in the Developing World (wndw.net). CC BY-SA 3.0.
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        Nodes in Vienna’s community network. Source: FunkFeur (http://www.funkfeuer.at/). Accessed March 16, 2021.
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        A wifi-node in Brooklyn, NY. Source: Wireless Networking in the Developing World (wndw.net). CC BY-SA 3.0.
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    How Sustainable is PV Solar power?


    


    At high growth rates, the energy and CO2 savings made by the cumulative installed capacity of solar PV systems can be cancelled out by the energy use and CO2 emissions from the production of new installed capacity.


    It’s generally assumed that it only takes a few years before solar panels have generated as much energy as it took to make them, resulting in very low greenhouse gas emissions compared to conventional grid electricity.


    However, a more critical analysis shows that the cumulative energy and CO2 balance of the industry is negative, meaning that solar PV has actually increased energy use and greenhouse gas emissions instead of lowering them.


    The problem is that we use and produce solar panels in the wrong places. By carefully selecting the location of both manufacturing and installation, the potential of solar power to reduce greenhouse gas emissions could be huge.


    The Good News


    There’s nothing but good news about solar energy these days. The average global price of PV panels has plummeted by more than 75 percent since 2008, and this trend is expected to continue in the coming years, though at a lower rate. [1] [2]


    According to the 2015 solar outlook by investment bank Deutsche Bank, solar systems will be at grid parity in up to 80 percent of the global market by the end of 2017, meaning that PV electricity will be cost-effective compared to electricity from the grid. [3] [4]


    Lower costs have spurred an increase in solar PV installments. According to the Renewables 2014 Global Status Report, a record of more than 39 gigawatt (GW) of solar PV capacity was added in 2013, which brings total (peak) capacity worldwide to 139 GW at the end of 2013. While this is not even enough to generate 1 percent of global electricity demand, the growth is impressive. Almost half of all PV capacity in operation today was added in the past two years (2012–2013). [5] In 2014, an estimated 45 GW was added, bringing the total to 184 GW. [6] [4]


    Meanwhile, solar cells are becoming more energy efficient, and the same goes for the technology used to manufacture them. For example, the polysilicon content in solar cells — the most energy-intensive component — has come down to 5.5–6.0 grams per watt peak (g/wp), a number that will further decrease to 4.5–5.0 g/wp in 2017. [2]


    Both trends have a positive effect on the sustainability of solar PV systems. According to the latest life cycle analyses, which measure the environmental impact of solar panels from production to decommission, greenhouse gas emissions have come down to around 30 grams of CO2-equivalents per kilwatt-hour of electricity generated (gCO2e/kWh), compared to 40–50 grams of CO2-equivalents ten years ago. [7] [8] [9] [10] [11] [12]


    According to these numbers, electricity generated by photovoltaic systems is 15 times less carbon-intensive than electricity generated by a natural gas plant (450 gCO2e/kWh), and at least 30 times less carbon-intensive than electricity generated by a coal plant (+1,000 gCO2e/kWh). The most-cited energy payback times (EPBT) for solar PV systems are between one and two years. It seems that photovoltaic power, around since the 1970s, is finally ready to take over the role of fossil fuels.


    Manufacturing of Solar Panels has Moved to China


    Unfortunately, a critical review of the PV solar industry paints a very different picture. Many commenters attribute the plummeting cost of solar PV to more efficient manufacturing processes and scale economies. However, the decline in costs accelerates sharply from 2009 onwards.


    This acceleration has nothing to do with more efficient manufacturing processes or a technological breakthrough. Instead, it’s the consequence of moving almost the entire PV manufacturing industry from western countries to Asian countries, where labor and energy are cheaper and where environmental restrictions are more loose.


    Less than 10 years ago, almost all solar panels were produced in Europe, Japan, and the USA. In 2013, Asia accounted for 87 percent of global production (up from 85 percent in 2012), with China producing 67 percent of the world total (62 percent in 2012). Europe’s share continued to fall, to 9 percent in 2013 (11 percent in 2012), while Japan’s share remained at 5 percent and the US share was only 2.6 percent. [5]


    Compared to Europe, Japan and the USA, the electric grid in China is about twice as carbon-intensive and about 50 percent less energy efficient. [13] [14] [15] Because the manufacture of solar PV cells relies heavily on the use of electricity (for more than 95 percent) [16] this means that in spite of the lower prices and the increasing efficiency, the production of solar cells has become more energy-intensive, resulting in longer energy payback times and higher greenhouse gas emissions.


    The geographical shift in manufacturing has made almost all life cycle analyses of solar PV panels obsolete, because they are based on a scenario of domestic manufacturing, either in Europe or in the United States.


    LCA of Solar Panels Manufactured in China


    We could find only one study that investigates the manufacturing of solar panels in China, and it’s very recent. In 2014, a team of researchers performed a comparative life cycle analysis between domestic and overseas manufacturing scenarios, taking into account geographic diversity by utilizing localized inventory data for processes and materials. [13]


    In the domestic manufacturing scenario, silicon PV modules (mono-si with 14 percent efficiency and multi-si with 13.2 percent efficiency) are made and installed in Spain. In the overseas manufacturing scenario, the panels are made in China and installed in Spain.


    Compared to the domestic manufacturing scenario, the carbon footprint and the energy payback time are almost doubled in the overseas manufacturing scenario. The carbon footprint of the modules made in Spain (which has a cleaner grid than the average in Europe) is 37.3 and 31.8 gCO2e/kWh for mono-si and multi-si, respectively, while the energy payback times are 1.9 and 1.6 years. However, for the modules made in China, the carbon footprint is 72.2 and 69.2 gCO2e/kWh for mono-si and multi-si, respectively, while the energy payback times are 2.4 and 2.3 years. [13]


    At least as important as the place of manufacturing is the place of installation. Almost all LCAs — including the one that deals with manufacturing in China — assume a solar insolation of 1,700 kilowatt-hour per square meter per year (kWh/m2/yr), typical of Southern Europe and the southwestern USA. If solar modules manufactured in China are installed in Germany, then the carbon footprint increases to about 120 gCO2e/kWh for both mono- and multi-si — which makes solar PV only 3.75 times less carbon-intensive than natural gas, not 15 times.


    Considering that at the end of 2014, Germany had more solar PV installed than all Southern European nations combined, and twice as much as the entire United States, this number is not a worst-case scenario. It reflects the carbon intensity of most solar PV systems installed between 2009 and 2014. More critical researchers had already anticipated these results. A 2010 study refers to the 2008 consensus figure of 50 gCO2e/kWh mentioned above, and adds that “in less sunny locations, or in carbon-intensive economies, these emissions can be up to 2–4 times higher.” [17]


    Taking the more recent figure of 30 gCO2e/kWh as a starting point, which reflects improvements in solar cell and manufacturing efficiency, this would be 60–120 gCO2e/kWh, which corresponds neatly with the numbers of the 2014 study.


    These results don’t include the energy required to ship the solar panels from China to Europe. Transportation is usually ignored in LCAs of solar panels that assume domestic production, which would make comparisons difficult. Furthermore, energy requirements for transportation are very case-specific.


    It should also be kept in mind that these results are based on a solar PV lifespan of 30 years. This might be over-optimistic, because the relocation of manufacturing to China has been associated with a decrease in the quality of PV solar panels. [18] Research has shown that the percentage of defective or under-performing PV cells has risen substantially in recent years, which could have a negative influence on the lifespan of the average solar panel, decreasing its sustainability.


    Energy Cannibalism


    Solar PV electricity remains less carbon-intensive than conventional grid electricity, even when solar cells are manufactured in China and installed in countries with relatively low solar insolation. This seems to suggest that solar PV remains a good choice no matter where the panels are produced or installed.


    However, if we take into account the growth of the industry, the energy and carbon balance can quickly turn negative. That’s because at high growth rates, the energy and CO2 savings made by the cumulative installed capacity of solar PV systems can be cancelled out by the energy use and CO2 emissions from the production of new installed capacity. [16] [19] [20]


    A life cycle analysis that takes into account the growth rate of solar PV is called a “dynamic” life cycle analysis, as opposed to a “static” LCA, which looks only at an individual solar PV system. The two factors that determine the outcome of a dynamic life cycle analysis are the growth rate on the one hand, and the embodied energy and carbon of the PV system on the other hand. If the growth rate or the embodied energy or carbon increases, so does the “erosion” or “cannibalization” of the energy and CO2 savings made due to the production of newly installed capacity. [16]


    For the deployment of solar PV systems to grow while remaining net greenhouse gas mitigators, they must grow at a rate slower than the inverse of their CO2 payback time. [19]


    For example, if the average energy and CO2 payback times of a solar PV system are four years and the industry grows at a rate of 25 percent, no net energy is produced and no greenhouse gas emissions are offset. [19] If the growth rate is higher than 25 percent, the aggregate of solar PV systems actually becomes a net CO2 and energy sink. In this scenario, the industry expands so fast that the energy savings and GHG emissions prevented by solar PV systems are negated to fabricate the next wave of solar PV systems. [20]


    The CO2 Balance of Solar PV


    Several studies have undertaken a dynamic life cycle analysis of renewable energy technologies. The results — which are valid for the period between 1998 and 2008 — are very sobering for those that have put their hopes on the carbon mitigation potential of solar PV power. A 2009 paper, which takes into account the geographical distribution of global solar PV installations, sets the maximum sustainable annual growth rate at 23 percent, while the actual average annual growth rate of solar PV between 1998 and 2008 was 40 percent. [16] [21]


    This means that the net CO2 balance of solar PV was negative for the period 1998–2008. Solar PV power was growing too fast to be sustainable, and the aggregate of solar panels actually increased GHG emissions and energy use. According to the paper, the net CO2 emissions of the solar PV industry during those 10 years accounted to 800,000 tons of CO2. [16] These figures take into account the fact that, as a consequence of a cleaner grid and better manufacturing processes, the production of solar PV panels becomes more energy efficient and less carbon-intensive over time.


    The sustainability of solar PV has further deteriorated since 2008. On the one hand, industry growth rates have accelerated. Solar PV grew on average by 59 percent per year between 2008 and 2014, compared to an annual growth rate of 40 percent between 1998 and 2008. [5]


    On the other hand, manufacturing has become more carbon-intensive. For its calculations of the CO2 balance in 2008, the study discussed above considers the carbon intensity of production worldwide to be 500 gCO2e/kWh. In 2013, with 87 percent of the production in Asia, this number had risen to about 950 gCO2e/kWh, which halves the maximum sustainable growth rate to about 12 percent.


    If we also take into account the changes in geographic distribution of solar panels, with an increasing percentage installed in regions with higher solar insolation, the maximum sustainable growth rate increases to about 16 percent. [23] [24]


    Although more recent research is not available, it’s obvious that the CO2 emissions of the solar PV industry have further increased during the period 2009–2014. If we would consider all solar panels in the world as one large energy generating plant, it would not have generated any net energy or CO2-savings.


    The Solution: Rethink the Manufacture and Use of Solar PV


    Obviously, the net CO2 balance of solar PV could be improved by limiting the growth of the industry, but that would be undesirable. If we want solar PV to become important, it has to grow fast. Therefore, it’s much more interesting to focus on lowering the embodied energy of solar PV power systems, which automatically results in higher sustainable growth rates. The shorter the energy and CO2 payback times, the faster the industry can grow without becoming a net producer of CO2.


    Embodied energy and CO2 will gradually decrease because of technological advances such as higher solar cell efficiencies and more efficient manufacturing techniques. However, what matters most is where solar panels are manufactured, and where they are installed.


    The location of production and installation is a decisive factor because there are three parameters in a life cycle analysis that are location dependent: the carbon intensity of the electricity used in production, the carbon intensity of the displaced electricity mix at the place of installation, and the solar insolation in the place of installation. [16]


    By carefully selecting the locations for production and installation we could improve the sustainability of solar PV power in a spectacular way. For PV modules produced in countries with low-carbon energy grids — such as France, Norway, Canada or Belgium — and installed in countries with high insolation and carbon-intensive grids — such as China, India, the Middle East or Australia — greenhouse gas emissions can be as low as 6–9 gCO2/kWh of generated electricity. [14] [15] [16] [20] That’s 13 to 20 times less CO2 per kWh than solar PV cells manufactured in China and installed in Germany. [25]


    This would allow sustainable growth rates of up to 300–460 percent, far above what’s even necessary. If solar PV would grow on average at a rate of 100 percent per year, it would take less than 10 years to meet today’s electricity’s demand. If it would grow at the 16 percent maximum sustainable growth rate we calculated above, meeting today’s electricity demand would take until 2045 — with no net CO2 savings. By that time, according to the forecasts, total global electricity demand will have more than doubled. [26]


    Of course, producing and installing solar panels in the right places implies international cooperation and a sound economic system, none of which exist. Manufacturing solar panels in Europe or the USA would also make them more expensive again, while many countries with the right conditions for solar don’t have the money to install them in large amounts.


    An alternative solution is using on-site generation from renewables to meet a greater proportion of the electricity demand of PV manufacturing facilities — which can also happen in a country with a carbon-intensive grid. For example, if the electricity for the manufacturing of solar cells would be supplied by other solar cells, then the greenhouse emissions of solar PV systems could be reduced by 50–70 percent, depending on where they are produced (Europe or the USA). [7] In China, this decrease in CO2 emissions would even be greater.


    In yet another scenario, we could dedicate nuclear plants exclusively to the manufacture of solar cells. Because nuclear is less carbon-intensive than PV solar, this sounds like the fastest, cheapest and easiest way to start producing a massive amount of solar cells without raising energy use and greenhouse emissions. But don’t underestimate the task ahead.


    A 1 GW nuclear power plant can produce about 11 million square meters of solar panels per year, which corresponds to 1.66 GWp of solar power (based on the often cited average number of 150 w/m2). We would have needed 24 nuclear plants — or 1 in 20 atomic plants worldwide — working full-time to produce the solar panels manufactured in 2013. [27]


    What About Storage?


    Why does the production of solar PV requires so much energy? Because the low power density — several orders of magnitude below fossil fuels — and the intermittency of solar power require a much larger energy infrastructure than fossil fuels do. It’s important to realize that the intermittency of solar power is not taken into account in our analysis. Solar power is not always available, which means that we need a backup-source of power or a storage system to jump in when the need is there. This component is usually not considered in LCAs of solar PV, even though it has a large influence on the sustainability of solar power. ←
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    How Sustainable is Stored Sunlight?


 

    Energy storage is often ignored when scientists investigate the sustainability of PV systems.


    One of the constraints of solar power is that it is not always available: it is dependent on daylight hours and clear skies. In order to fill these gaps, a storage solution or a backup infrastructure of fossil fuel power plants is required—a factor that is often ignored when scientists investigate the sustainability of PV systems.


    A Positive Bias


    In the previous article, we have seen that many life cycle analyses (LCAs) of solar PV systems have a positive bias. Most LCAs base their studies on the manufacturing of solar cells in Europe or the USA. However, most panels are now produced in China, where the electric grid is about twice as carbon-intensive and about 50 percent less energy efficient. [1]


    Likewise, most LCAs investigate solar PV systems in regions with a solar insolation typical of the Mediterranean region, while the majority of solar panels have been installed in places with only half as much sunshine.


    As a consequence, the embodied greenhouse gas emissions of a kWh of electricity generated by solar PV is two to four times higher than most LCAs indicate. Instead of the oft-cited 30–50 grams of CO2-equivalents per kilowatt-hour of generated electricity (gCO2e/kWh), we calculated that the typical solar PV system installed between 2008 and 2014 produces close to 120 gCO2e/kWh. This makes solar PV only four times less carbon-intensive than conventional grid electricity in most western countries.


    However, even this result is overly optimistic. In the previous article, we didn’t take into account “one of the potentially largest missing components” [2] of the usual life cycle analysis of PV systems: the embodied energy of the infrastructure that deals with the intermittency of solar power. Solar insolation varies throughout the day and throughout the season, and of course solar energy is not available after sunset.


    Off-grid Solar Power is Back


    Until the end of the 1990s, most solar installations were off-grid systems. Excess power during the day was stored in an on-site bank of lead-acid batteries for use during the night and on cloudy days. Today, almost all solar systems are grid-connected. These installations use the grid as if it was a battery, “storing” excess energy during the day for use at night and on cloudy days.


    Obviously, this strategy requires a backup of fossil fuel or nuclear power plants that step in when the supply of solar energy is low or nonexistent. To make a fair comparison with conventional grid electricity, including electricity generated by biomass, this “hidden” part of the solar PV system should also be taken into account. However, every single life cycle analysis of a solar PV ignores it. [3]


    Until now, whether or not to include backup power or storage systems was mainly an academic question. This might change soon, because off-grid solar is about to make a comeback. Several manufacturers have presented storage systems based on lithium-ion batteries, the technology that also powers our gadgets and electric cars. [4] [5] [6]


    Lithium-ion batteries are a superior technology compared to the lead-acid batteries commonly used in off-grid solar PV systems: they last longer, are more compact, more efficient, easier to maintain, and comparatively more sustainable.


    Lithium-ion batteries are more expensive than lead-acid batteries, but Morgan Stanley’s 2014 report on solar energy predicts that the price of storage will come down to $125–$150 per kWh by 2020. [8]


    According to the report, this would make solar PV plus battery storage commercially viable in some European countries (Germany, Italy, Portugal, Spain) and across most of the United States. Morgan Stanley expects a lot from electric vehicle manufacturer Tesla, who announced a home storage system for solar power a few days ago (costing $350 per kWh). [9]


    Tesla is building a factory in Arizona that will produce as many lithium-ion batteries as there are currently produced by all manufacturers in the world, introducing economies of scale that can push costs further down.


    Other factors also come into play when it comes to home storage for PV power. Solar panels have become so much cheaper in recent years that government subsidies and tax credits for grid-connected systems have come under pressure. In many countries, owners of a grid-connected solar PV system have received a fixed price for the surplus electricity they provide to the grid, without having to pay fixed grid rates. These so-called “net metering rules” or “feed-in rates” were recently abolished in several European countries, and are now under pressure in some US states. In its report, Morgan Stanley predicts that, in the coming years, net metering rules and solar tax credits will disappear altogether. [8]


    Utility companies are fighting the incentivization of PV power succesfully with the argument that solar customers make use of the grid but don’t pay for it, raising the costs for non-solar customers. [10]


    The irony is that the disincentivization of grid-connected solar panels makes off-grid systems more attractive, and that utilities might be chasing away their customers. If a grid-connected solar customer has to pay fixed grid fees and doesn’t receive a good price for his or her excess power, it might become more financially savvy to install a bank of batteries. The more customers do this, the higher the costs will become for the remaining consumers, encouraging more people to adopt off-grid systems. [11]


    Lead-Acid Battery Storage


    Being totally independent of the grid might sound attractive to many, but how sustainable is a solar PV system when battery storage is taken into account? Because a life cycle analysis of an off-grid solar system with lithium-ion batteries has not yet been done, we made one ourselves, based on some LCAs of stand-alone solar PV systems with lead-acid battery storage.


    One of the most complete studies to date is a 2009 LCA of a 4.2 kW off-grid system in Murcia, Spain. The 35 m2 PV solar array is mounted on a building rooftop and supplies a programed lighting system with a daily constant load pattern of 13.8 kWh. The solar panels are connected to 24 open lead-acid batteries with a storage capacity of 110.4 kWh, offering three days of autonomy. [12]


    The study found an energy payback time of 9.08 years and specific greenhouse gas emissions of 131 gCO2e/kWh, which makes the system twice as energy efficient and 2.5 times less carbon-intensive than conventional grid electricity in Spain (337 gCO2/kWh). Manufacturing the batteries accounts for 45 percent of the embodied CO2, and 49 percent of the life cycle energy use of the solar system.


    This doesn’t sound too bad, but unfortunately the researchers made some pretty optimistic assumptions. First of all, the results are valid for a solar insolation of 1,932 kWh/m2/yr—Murcia is one of the sunniest places in Spain. At lower solar insolation, more solar panels would be needed to produce as much electricity, so the embodied energy of the total system will increase. [13]


    If we assume a solar insolation of 1,700 kWh/m2/yr, the average in Southern Europe, GHG emissions would increase to 139 gCO2e/kWh. If we assume a solar insolation of 1,000 kWh/m2/yr, the average in Germany, emissions amount to 174 gCO2/kWh.


    Battery Lifespan


    Secondly, the researchers assume the lifespan of the lead-acid batteries to be 10 years. For the solar panels, they assume a lifetime of 20 years, which means that they included double the amount of batteries in the life cycle analysis. A lifespan of ten years is very optimistic for a lead-acid battery—a fact that the scientists admit. [12]


    Most other LCA’s looking at off-grid systems assume a battery life of 3 or 5 years. [14] [15]. However, the lifetime of a lead-acid battery depends strongly on use and maintenance. Because of the low load of the system under discussion, a battery lifespan of 10 years is not completely unrealistic.


    On the other hand, if the batteries are used for higher loads—for example, in a common household—their lifetime would shorten considerably. Because almost 50 percent of embodied CO2 and life cycle energy use of a PV solar system is due to the batteries alone, the expected lifespan of the 2.4 ton battery pack has a profound effect on the sustainability of the system.


    If we assume a battery lifespan of 5 instead of 10 years, and keep the other parameters the same, the GHG emissions increase to 198 and 233 gCO2e/kWh for a solar insolation of 1,700 and 1,000 kWh/m2/yr, respectively. In grid-connected solar PV systems, assuming a longer life expectancy for the solar panels improves the sustainability of the system: the embodied energy and CO2 can be spread over a longer period of time. With off-grid systems, this effect is countered by the need for one or more replacements of the batteries.


    If we increase the life expectancy of the solar panels from 20 to 30 years, and keep the battery lifespan at 10 years, CO2e emissions per kWh remain more or less the same. However, if we assume a battery lifespan of only 5 years and extend the lifespan of the solar panels to 30 years, GHG emissions would increase to 206 gCO2e/kWh for a solar insolation of 1,700 kWh/m2/yr, and decrease to 232 gCO2e/kWh for a solar insolation of 1,000 kWh/m2/yr.


    Made in China


    Thirdly, the researchers assume that all components—PV cells, batteries, electronics—are made in Spain, while we have seen in the previous article that manufacturing of solar PV systems has moved to China. Spain’s electricity grid is 2.7 times less carbon-intensive (337 gCO2/kWh) than China’s electric infrastructure (900 gCO2e/kWh), which means that the GHG emissions of all components of our system can be multiplied by 2.7.


    This results in specific carbon emissions of 353 and 471 gCO2e/kWh for a solar insolation of 1,700 and 1,000 kWh/m2/yr, respectively, which is higher than the carbon-intensity of the Spanish grid. Considering a battery lifespan of 5 instead of 10 years, emissions would rise to 513 and 631 gCO2e/kWh for a solar insolation of 1,700 and 1,000 kWh/m2/yr, respectively.


    Although there are some assumptions by the researchers that are less optimistic—such as a battery recycling rate of only 50 percent instead of the more commonly assumed +90 percent—it’s obvious that an off-grid system with lead-acid batteries is not sustainable, and definitely not when the components are manufactured in China.


    That doesn’t make off-grid solar with lead-acid batteries pointless: compared to a diesel generator, a solar PV system with lead-acid batteries is often the better choice, which makes it a good solution for remote areas without access to the power grid. As an alternative for the centralized electricity infrastructure in western countries, however, it makes little sense—unless energy use is reduced.


    Lithium-ion Battery Storage System


    When we replace the lead-acid batteries by lithium-ion batteries, the sustainability of a stand-alone solar PV system improves considerably. At first glance this may seem counter-productive, because it takes more energy to produce 1 kWh of lithium-ion battery storage than it takes to manufacure 1 kWh of lead-acid battery storage. According to the latest LCA’s, aimed at electric vehicle storage, the making of a lithium-ion battery requires between 1.4 and 1.87 MJ/wh, [16] [17] [18] while the energy requirements for the manufacture of a lead-acid battery are between 0.87 and 1.19 MJ/Wh. [18]


    Despite this, the higher overall performance of the lithium-ion battery means that considerably less storage is required. For a prolonged lifetime, lead-acid batteries demand a limited “Depth of Discharge” (DoD). If a lead-acid battery is fully discharged (DoD of 100%) its lifespan becomes very short (300 to 800 cycles, or roughly one to two years, depending on battery chemistry). The lifespan increases to between 400 and 1,000 cycles (1–3 years, assuming 365 cycles per year) at a DoD of 80 percent, and to between 900 and 2,000 cycles (2.5–5.5 years) at a DoD of 33 percent. [18]


    This means that, in order to get a decent lifespan, a lead-acid battery system should be oversized. For example, three times more battery capacity is needed at a DoD of 33 percent, because two thirds of the battery capacity cannot be used.


    Although the lifespan of a lithium-ion battery also decreases when the depth of discharge increases, this effect is less pronounced than with its lead-acid counterpart. A lithium-ion battery lasts 3,000 to 5,000 cycles (8–14 years) at a DoD of 100 percent, 5,000 to 7,000 cycles (14–19 years) at a DoD of 80 percent, and 7,000 to 10,000 cycles (19–27 years) at a DoD of 33 percent. [18]


    As a consequence, lithium-ion storage usually has a DoD of 80 percent, while lead-acid storage usually has a DoD of 33 or 50 percent. In the LCA of the Spanish off-grid system discussed above, the assumption of three days of autonomy implies that 41 kWh of storage is required (3 × 13.8 kWh per day). Because the DoD is 33 percent, total storage capacity should be multiplied by three, which results in 123 kWh of batteries. If we would replace these by lithium-ion batteries with a DoD of 80 percent, only 50 kWh of storage is needed, or 2.5 times less.


    6× Less Batteries Needed


    For utmost accuracy, we should mention that the lifespan of a battery isn’t necessarily limited by the cycle life. When batteries are used in applications with shallow cycling, their service life will normally be limited by float life. In this case, the difference between lead-acid and lithium-ion is less pronounced: at no-cycling (float charge), lithium-ion lasts 14–16 years and lead-acid 8–12 years. Battery life will be limited by either the life cycle or the float service life, depending on which condition will be achieved first. [18]


    Nevertheless, if we focus on off-grid systems for households, the assumption of deep daily cycling better reflects reality, although there will be periods of float charge, for example during holidays.


    If we also factor in the lifespan of the batteries, the advantage of lithium-ion becomes even larger. Assuming a lifespan of 20 years for the solar PV system and a DoD of 80 percent, the lithium-ion batteries will last as long as the PV panels. On the other hand, the lead-acid batteries have to be replaced at least 2–4 times over a period of 20 years. This further widens the gap in energy use for manufacturing when comparing lead-acid and lithium-ion batteries. [18]


    In the original LCA, a total storage capacity of about 240 kWh is needed over a lifespan of 20 years. On the other hand, the cycle life of the lithium-ion battery is 19–27 years, meaning that no replacement may be needed. Consequently, the total storage capacity to be manufactured over the complete lifetime of the system is 6 times lower for lithium-ion than for lead-acid. [19]


    If we take the most optimistic values for energy during manufacturing, being 0.87 MJ/Wh for lead-acid and 1.4 MJ/Wh for lithium-ion, and multiply them by total battery capacity over a lifetime of 20 years (248,000 Wh for lead-acid and 42,000 Wh for lithium-ion), this results in an embodied energy of 60 MWh for lead-acid (the value in the original LCA) and only 16.5 MWh for lithium. In conclusion, energy requirements for the manufacturing of the batteries is 3.6 times lower for lithium-ion than for lead-acid.


    Another advantage of lithium-ion batteries is that they have a higher efficiency than lead-acid batteries: 85–95 percent for lithium-ion, compared to 70–85 percent for lead-acid. Because losses in the battery must be compensated with higher energy input, a higher battery efficiency results in a smaller PV array, lowering the energy requirements to manufacture the solar cells. In the original LCA, 4.2 kW of solar panels (35 m2) are needed to produce 13.8 kWh per day.


    If we assume the lead-acid batteries to be 77 percent efficient, and the lithium-ion batteries to be 90 percent efficient, the choice for lithium-ion would resize the solar PV array from 4.2 kW to 3.55 kW. We now have all the data to calculate the greenhouse gas emissions per kWh of electricity produced by an off-grid solar PV system using lithium-ion batteries.


    GHG Emissions of the Off-grid System with Lithium-ion Batteries


    In the original LCA, the batteries and the solar panels (including frames and supports) account for 59 and 62 gCO2e/kWh, respectively. The rest of the components add another 10 gCO2e/kWh, resulting in a total of 131 gCO2e/kWh. If we switch to lithium-ion battery storage, the greenhouse gas emissions for the batteries come down from 59 to 20 gCO2e/kWh.


    Because of the higher efficiency of the lithium-ion batteries, the greenhouse gas emissions for the solar panels come down from 62 to 55 gCO2e/kWh. This brings the total greenhouse gas emissions of the off-grid system using lithium-ion batteries to 85 gCO2e/kWh, compared to 131 gCO2e/kWh for a similar system with lead-acid storage.


    While this result is an improvement, it’s dependent on the assumptions of the researchers; most notably, a solar insolation of 1,932 kWh/m2/yr, and that all manufacturing of components occurs in Spain. If we adjust the value for a solar insolation of 1,700 kWh/m2/yr in order to compare with the other results, total GHG emissions become 92.5 gCO2e/kWh (assuming battery capacity remains the same).


    If we correct for a solar insolation of 1,000 kWh/m2/yr, the average in Germany, GHG emissions become 123.5 gCO2e/kWh. Furthermore, if we assume that the solar panels (but not the batteries or the other components) are manufactured in China, which is most likely the case, GHG emissions rise to 155 and 217 gCO2e/kWh for a solar insolation of 1,700 and 1,000 kWh/m2/yr, respectively.


    In conclusion, lithium-ion battery storage makes off-grid solar PV less carbon-intensive than conventional grid electricity in most western countries, even if the manufacturing of solar panels in China is taken into account. However, the advantage is rather small, which effects the speed at which solar PV systems can be deployed in a sustainable way.


    In the previous article, we have seen that the energy and CO2 savings made by the cumulative installed capacity of solar PV systems are cancelled out to some extent by the energy use and CO2 emissions from the production of new installed capacity. For the deployment of solar systems to grow while remaining net greenhouse gas mitigators, they must grow at a rate slower than the inverse of their CO2 payback time. [20] [21] [22]


    For solar panels manufactured in China and installed in countries like Germany, the maximum sustainable growth rate is only 16–23 percent (depending on solar insolation), roughly 3 times lower than the actual annual growth of the industry between 2008 and 2014. If we also take lithium-ion battery storage into account, the maximum sustainable growth rate comes down to 4–14 percent. In other words, including energy storage further limits the maximum sustainable growth rate of the solar PV industry.


    On the other hand, if we would produce solar panels in countries with very clean electricity grids (France, Canada, etc.) and install them in countries with carbon-intensive grids and high solar insolation (China, Australia, etc.), even off-grid systems with lithium-ion batteries would have GHG emissions of only 26–29 gCO2/kWh, which would allow solar PV to grow sustainably by almost 60 percent per year. This shows the importance of location if we want solar PV to be a solution instead of a problem. Of course, whether or not there’s enough lithium available to deploy battery storage on a large scale, is another question.


    Battery Production Powered by Renewable Energy?


    Another way to improve the sustainability of battery storage is to produce the batteries using renewable energy. For example, Tesla announced that its “GigaFactory,” which will produce lithium-ion batteries for vehicles and home storage, will be powered by renewable energy. [23] [24] To support their claim, Tesla published an illustration of the factory with the roof covered in solar panels and a few dozen windmills in the distance.


    However, the final manufacturing process in the factory consumes only a small portion of the total energy cost of the entire production cycle —much more energy is used during material extraction (mining). It’s stated that the GigaFactory will produce 50 GWh of battery capacity per year by 2020. Because the making of 1 kWh of lithium-ion battery storage requires 400 kWh of energy, [16] [17] [18] producing 50 GWh of batteries would require 20,000 GWh of energy per year.


    If we assume an average solar insolation of 2,000 kWh/m2/yr and a solar PV efficiency of 15 percent, one m2 of solar panels would generate at most 295 kWh per year. This means that it would take 6,800 hectares (ha) of solar panels to run the complete production process of the batteries on solar power, while the solar panels on the roof cover an area of only 1 to 40 ha (there is some controversy over the actual surface area of the factory under construction). Tesla’s claim, though potentially factually accurate, is an obvious example of greenwashing—and everyone seems to buy it. ←
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    Restoring the Old Way of Warming: Heating People, not Places


    


    Most modern heating systems are primarily based on the heating of air. This seems an obvious choice, but there are far worthier alternatives.


    These days, we provide thermal comfort in winter by heating the entire volume of air in a room or building. In earlier times, our forebear’s concept of heating was more localized: heating people, not places.


    They used radiant heat sources that warmed only certain parts of a room, creating micro-climates of comfort. These people countered the large temperature differences with insulating furniture, such as hooded chairs and folding screens, and they made use of additional, personal heating sources that warmed specific body parts.


    It would make a lot of sense to restore this old way of warming, especially since modern technology has made it so much more practical, safe and efficient.


    Conduction, Convection, Radiation


    Most modern heating systems are primarily based on the heating of air. This seems an obvious choice, but there are far worthier alternatives. There are three types of (sensible) heat transfer: convection (the heating of air), conduction (heating through physical contact), and radiation (heating through electromagnetic waves).


    The old way of warming was based upon radiation and conduction, which are more energy-efficient than convection. While convection implies the warming of each cubic centimeter of air in a space in order to keep people comfortable, radiation and conduction can directly transfer heat to people, making energy use independent of the size of a room or building.


    First, let’s have a look at the different methods of heat transfer in some more detail. Conduction and convection are closely related. Conduction concerns the transfer of energy due to the physical contact between two objects: heat will flow from the warmer to the cooler object. The speed at which this happens depends on the thermal resistance of the substance.


    For example, heat is transferred much faster through metal than through wood, because metal has a lower thermal resistance. This explains why, for instance, a cold metal object feels much colder than a cold wooden object, even though they both have the same temperature.


    Conduction not only occurs between physical objects, but also between physical objects and gasses (like air), and between gasses mutually. Each physical object that is warmer than the air that surrounds it, heats up the air in the immediate vicinity through conduction. By itself, this effect is limited, because air has a high thermal resistance — that’s why it forms the basis of most thermal insulation materials.


    However, the air that is warmed by conduction expands and rises. Its place is taken by cold air, which is heated in turn, expands, rises, and so on. This plume of warm air that rises from every object that is warmer than the surrounding air, is called convection.


    Radiation, the third form of sensible heat transfer, works in a very different way from conduction and convection. Radiant energy is transferred through electromagnetic waves, similar to light or sound. More precisely, it concerns the part of the electromagnetic spectrum that’s called infrared radiation. Radiation doesn’t need a medium (like air or water) for heat transfer.


    It also works in a vacuum and it’s the most important form of heat transfer in outer space. The primary source of radiant energy is the sun, but every object on earth radiates infared energy as long as it has mass and a temperature above absolute zero. This energy can be absorbed by other objects with a lower temperature. Radiant energy doesn’t have a temperature. Only when it hits the surface of an object with mass, the energy can be absorbed and converted into heat.


    Thermal Comfort at Low Air Temperatures


    Because of the general use of central air heating (and cooling) systems, we have come to believe that our indoor thermal comfort depends mainly on air temperature. However, the human body exchanges heat with its environment through convection, radiation, conduction and evaporation (a form of “latent” heat transfer).


    Convection relates to the heat exchange between the skin and the surrounding air, radiation is the heat exchange between the skin and the surrounding surfaces, evaporation concerns the moisture loss from the skin, and conduction relates to the heat exchange between a part of the human body and another object that it’s in contact with.


    In winter we can remain comfortable in lower air temperatures by increasing the share of radiation or conduction in the total heat transfer of a space. The opposite is also true: conduction and radiation can make people feel uncomfortable in spite of a high air temperature. For example, a person standing on a cold floor with bare feet will feel cold, even if the air temperature is a comfortable 21ºC (70ºF). This is because the body loses heat to the floor through conduction. A hot cup of soup in the hand, floor heating, or a heated bench have the opposite effect, because heat is transferred from the warm object to the body through conduction.


    Radiant heat can make people comfortable at a lower air temperature, too. The obvious example is direct sunlight. In spring or autumn, we can sit comfortably outside in the sun wearing only a T-shirt, even if the air temperature is relatively low. A meter away, in the shade, it can be cold enough to need a jacket, although the air temperature is more or less the same. In summer, we prefer the shade. The difference is explained by the radiant energy of the sun, which heats the body directly when it is exposed to sunlight. This higher “radiant temperature,” which can be measured with a black-globe thermometer, allows thermal comfort at a colder air temperature in winter.


    It should be noted that on earth, radiation always goes hand in hand with convection. Because air has little mass, the radiant energy of the sun doesn’t heat the air directly. However, it does so indirectly. The radiant energy of the sun is absorbed by the earth’s surface, where it is converted to heat. The warmer earth’s surface then slowly releases this heat to the air through the earlier described mechanisms of conduction and convection. In other words, it’s not the sun but the earth’s surface that heats the air on our planet.


    The radiant temperature is equally important when heating a building, no matter which heating system is used. Indoors, the radiant temperature represents the total infrared radiation that is exchanged between all surfaces in a room. Radiant heating systems, which we will discuss later on, work in a similar manner as the sun: they don’t heat the air but the surfaces in a space, including human skin, raising the radiant temperature and providing thermal comfort at a colder air temperature. The use of radiant heating is more practical indoors, where environmental factors are under control. If a wind picks up outside, for example, the warming effect of the sun quickly disappears.


    A 100% radiant heating system doesn’t exist, because both the radiant heating surface and the irradiated surfaces make contact with the air and warm it by conduction and convection. However, this heating of the air has a delayed onset and is more limited than in the case of a direct air heating system. Likewise, an air heating system will also raise the radiant temperature in a space, because the hot air warms the building’s surfaces through conduction. But again, the increase of the radiant temperature is slow and limited in comparison to a radiant heating system.


    As with conduction, radiation can also make people uncomfortable in spite of warm air temperature. If we are seated next to a cold window, our body will radiate heat to this cold surface, making us feel cold even when the air temperature is a comfortable 21ºC (70ºF). In short, neither a high air temperature nor a high radiant temperature are a guarantee of thermal comfort. The best understanding of the thermal environment in a space is given by the “operative temperature,” which is a weighted average of both.


    The Old Way of Warming


    Before the arrival of central air heating systems in the twentieth century, buildings were mainly heated by a central radiant heat source, such as a fireplace or a wood, coal or gas stove. Usually, only one of the rooms in a building was heated. But even within this room, there were large differences in comfort depending on your exact location in the space. While air heating distributes warmth relatively evenly throughout an area, a radiant heating source creates a local microclimate that can be radically different from the rest of the room.


    This is because the energy potential of a radiant heat source decreases with distance. It’s not that the infrared waves become weaker, but that they become more dispersed as they are fanning out from a specific source. In an air-heated room, it doesn’t matter much where you are. In a room heated by a central radiant heating source, location is everything. The mean radiant temperature can be optimal, but the radiant temperature in parts of the space may be too low. But the opposite is also possible: the mean radiant temperature can be too low, while at certain locations the room is perfectly comfortable. This is the ancient principle of spot or zone heating, which is impossible to realize with an air heating system. Instead of heating the entire space, our ancestors only heated the occupied parts of a building.


    A similar thing happens on the vertical plane. Warm air rises, so that most heat ends up under the ceiling, where it is of little use. With radiant heating, it’s perfectly possible to only heat the lower part of a space, no matter how high the ceiling is. Radiant heat doesn’t rise, unless the radiant heating surface is aimed upwards. In conclusion, instead of heating the entire volume of air in a space, a radiant heating system can heat only that part of a space which is occupied, which is of course much more energy efficient.


    Unless the room is very small or very crowded, only a very small part of the energy used by an air heating system benefits people. On the other hand, almost all the energy used by a radiant heating system is effectively heating humans.


    Local Insulation


    A problem with the heterogeneous indoor climate of old times was radiant assymetry — the difference in radiant temperature between distinct parts of the body. A person sitting in front of an open fire will receive sufficient radiant heat on one side of their body, while the other side loses heat to the cold air and surfaces at the opposite half of the room. The body can be in thermal balance — the heat loss on one side equals the heat gain on the other — but if the temperature differences are too large, thermal comfort will not be obtained.


    One — not so practical — solution was a bench with an adjustable back, which could be switched from side to side. By regularly turning the body to the fire and then away from it, both the front and the back of the body could be heated alternately. Although radiant assymetry can be an issue with forced-air heating systems, it’s much more likely to appear in spaces that are warmed by a radiant heat source. In historical buildings, the difference in surface temperatures was aggravated by the fact that building surfaces were not insulated. Drafts, another cause of local thermal discomfort, were also a problem in old buildings, because they were anything but air-tight.


    To create a comfortable microclimate without radiant assymetry or drafts, our ancestors supplemented local heating with local insulation. One example was the hooded chair. This chair, which could be upholstered or covered with leather or wool blankets, fully exposed people to a radiant heat source, while protecting their back from the drafts and the low surface temperatures behind them.


    At the same time, the shape of the furniture ensured that a greater share of the radiant heat emitted by the fire was effectively used: the chair was heated directly by the fire through radiation, and this heat was transferred to the person sitting in it. Recent research has shown that the insulation value of these types of chair amounted to at least 0.4 clo, which corresponds to the insulation value of a heavy pullover or coat. Some hooded chairs could host more than one person.


    An additional solution, which could also be used alone, was the folding screen. The folding screens used as winter furniture were insulated with fabrics or built with heavy wood panels. They could be placed behind an insulated chair, or behind a table, for instance. Like the hooded chair, the folding screen protected the back of a person against drafts and cold temperatures, creating a comfortable microclimate.


    A third example of local insulation were special sitting areas close to the fireplace. These could be benches placed between the fire and the side walls of the fireplace, or a niche in the wall with a built-in seat. In both cases, a person would lean against a wall that was warmed by the fire and protected from drafts. In some cases, the fireplace itself was placed in a room-inside-a-room. In the bedroom, which often remained unheated, yet another piece of furniture was aimed at providing a microclimate: the four poster bed, which had a canopy and thick curtains. When the curtains were closed, drafts were eliminated and body heat was trapped inside.


    Portable Heating Systems


    The apparent downside of spot heating is that you have to be in a specific location in order to be comfortable. In earlier times, the family gathered around the fireplace or the stove when no physical work had to be done, or when the body had to be warmed up after a long stay in a cold environment. Other locations in the room, as well as unheated rooms, were better suited for activities which required a higher metabolism. People were “migrating” throughout the room and throughout the house in search of the climate that suited their needs best.


    However, the use of radiant heat sources and local insulation were also complemented by portable heating sources which transferred heat through radiation, convection and/or conduction. These could be used to further increase thermal comfort in the presence of a central heat source, and were also helpful in bringing warmth to other locations. Portable heating systems were designed especially to heat the feet or the hands: the parts of the body that are most sensitive to cold.


    An example is the foot stove, a box with one or more perforated partitions, which contained a metal or earthenware bowl or pan filled with embers from the fireplace. The feet were placed on top of the stove and the often long garments worn in those days increased the effect of the small heating device: the warmth was guided through a skirt or a chamber coat along the legs to the upper body. The upper part of the stove was made of wood or stone, as these materials have low thermal conductivity to avoid burns.


    In many cultures worldwide, similar heat sources were used for warming the hands. They were made from metal or ceramics and were filled with embers from the fireplace, or with coal or peat. These personal heating sources also allowed people to enjoy the heat from the central fireplace or stove outside the house. They were taken in unheated coaches and railcars, or to Sunday Mass. Poor people made use of heated stones or bricks, or even heated potatoes put in coat pockets.


    For heating the bed, people made use of brass bedpans with a long handle which were shoved underneath the mattress. Some beds had a bed wagon: a large, wooden frame designed to hold a pot of glowing fuel in the center of the bed. In the 19th century, following the arrival of the public water supply, the use of ceramic hot water bottles became common — water is a much safer heat medium than smouldering fire. These devices, which were often protected by a fabric cover, were used as foot warmers, hand warmers, or bed warmers.


    Some peoples took the concept of the foot stove one level higher. The Japanese had their “kotatsu,” a movable low table with a charcoal heater underneath. A thick cloth or quilt was placed over the table to trap the heat and the whole family slid their legs under the table, sitting on the floor. As with the European and American foot stoves, contemporary clothing increased the effect of the device. The heat of the charcoal burner was transferred through the traditional Japanese kimono, warming the whole body. Similar heating devices were used in Afghanistan (such as the “korsi”), as well as Iran, Spain and Portugal.


    Conductive Heating Systems


    Some historical radiant heating systems also transferred heat through conduction, further improving efficiency and comfort. More than 3,000 years ago, the Chinese and the Koreans built heating systems which were based on trapping smoke gases in a thermal mass. The northern Chinese “kang” (“heated bed”) was a raised platform made from stone, masonry or adobe, which occupied about half of the room. As the name indicates, the kang was in the first place a heated bed, but the platform was also used during the day as a heated work and living space. The “dikang” (“warmed floor”), which was typical in North–Eastern China, worked in the same way as the kang, but had a larger floor area.


    The Koreans used the “ondol” (“heated stone”), which was a wall-to-wall platform. A similar heating system in Afghanistan, the “tawakhaneh” (“hot room”) is possibly the oldest of these systems: its use may date back 4,000 years. In all these systems, the heat of an open fire was led underneath the platform to a chimney at the other side of the room. Both the fireplace and the chimney could be in the room or in adjacent rooms. The heat of the hot smoke gases was transferred to the thermal mass of the platform, which slowly released the warmth to the space. Conduction was as important as radiation and convection in the total heat transfer.


    These ancient Eastern heating systems are somewhat reminiscent of the European tile stoves that appeared in the middle ages. Tile stoves (or “masonry heaters” as they are known in the USA) are heat accumulating wood stoves that make use of a high thermal mass to burn wood at very high temperatures, which is cleaner and more efficient. The smoke gases are trapped in a labyrinth of smoke channels, transferring most of the heat to the masonry structure before leaving the chimney.


    Tile stoves produce a large share of radiant heat, but on top of this they allow heat transfer through conduction, as many tile stoves had built-in platforms to sit or sleep on. Even if these platforms were not there, wooden benches were placed next to the stove so that one could lean against the warm (but not too hot) surface.


    Why We Also Need Modern Technology


    In conclusion, all historic heating systems used radiation and/or conduction as the primary modes of heat transfer, while convection was merely a by-product. It makes good sense to return to this concept of heating, but that doesn’t mean that we have to go back to using fireplaces and carrying burning embers around the house. While the old concept of heating is more energy-efficient, the same cannot be said of most of the old heating devices.


    Fireplaces, for one thing, are hugely inefficient, because most of the heat escapes through the chimney. They also suck in large amounts of cold air through cracks and gaps in the building envelope, which cools the air indoors and introduces strong drafts. Owing to this, fireplaces can even have negative efficiency as far as the air temperature is concerned: they can make the room colder instead of warmer. Stoves do better, but they remain relatively inefficient and have to be fired regularly, just like a fireplace. And for both options, air pollution can be substantial.


    The (improved) tile stove is the only ancient heating system that can still be recommended, but we have far more options now, such as electric and hydronic radiant and conductive heating systems. These are more efficient, more practical, and safer than the heating sources of yesteryear.[1] [2] ←
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        People gathering around a tile stove. Die Bauern und die Zeitung, a painting by Albert Anker,1867.
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        Kids sleeping on a tile stove. Auf dem Ofen, a painting by Albert Anker, 1895.
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        A bench with adjustable backrest. Dictionnaire de l’ameublement et de la décoration depuis le XIII siêcle, 1887-1890.
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        Young woman warming her hands, a painting by Caesar van Everdingen.
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        Dutch foot stove. The chess players, a painting by Cornelis de Man.
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        A Dutch foot stove.
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        A four-poster bed. CC BY-SA 3.0.
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        A sitting area close to the fireplace. Source: The English fireplace : a history of the development of the chimney, chimney-piece and firegrate with their accessories, from the earliest times to the beginning of the XIXth century. Shuffrey, L. A; Davie, W. Galsworthy. 1912.
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        An Afghan “Korsi.”
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        A Chinese Kang, photographed in the 1920s. “Wandering in Northern China”, Harry A. Franck.


      


    


  


  

    

      

        [image: ]

      


      

        A kotatsu in Japan. Image by Tim Notari (tastefulTN). CC BY-SA 2.0, Wikipedia Commons.
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        A sunken kotatsu in Japan. Image by 663highland (CC BY 2.5), Wikimedia Commons.
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        A kotatsu in a Japanese library. Image by Asturio Cantabrio (CC BY-SA 4.0), Wikimedia Commons.
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    The Revenge of the Circulating Fan


    Cooling people by increasing local airflow is at least ten times more energy efficient than refrigerating the air in a given space.


    The steadfast rotating fan has been employed to keep people cool since the eighteenth century, and it remains highly effective, requiring much less energy and providing more comfort than air-conditioning. Cooling people by increasing local airflow is at least ten times more energy efficient than refrigerating the air in a given space, and it also adds the benefit of a personally controlled thermal environment.


    If used in combination with air-conditioning, fans could lower energy use by 30–70 percent, even in incredibly hot climates or during heat waves. Circulating fans, which have become very energy efficient in their design, can be readily and cheaply applied in both new and existing buildings. Recent changes in international comfort standards have paved the way for their comeback.


    The Rise of Air-Conditioning


    Compressor-based cooling or air-conditioning (AC) puts increasing pressure on electric grids worldwide. In the USA, the birthplace of the technology, AC accounts for approximately 20 percent of year-round electricity consumption by American households, and 15 percent of total electricity use. [1]


    The widespread use of AC explains in large part why Americans use so much more electricity than Europeans: AC electricity use by an American household equals 60 percent of all electricity used by the average European household. [2]


    Except for the few temperate regions on the West Coast, air conditioners are now standard in most American homes. [3] While only 12 percent of American households had AC in 1960, this number increased to 87 percent in 2009. [1] Furthermore, the average air-conditioned home consumed 37 percent more energy for cooling in 2005 than it did in 1993 — in spite of a 28 percent increase in AC energy efficiency. Part of the increase in energy use is due to the switch from window units (which cool one room) to central air-conditioning (which cool the whole building), and in part to the growing cubic footage of houses and apartments. [1]


    Peak Power Demand


    Even worse is the impact of air-conditioning on peak power demand. Obviously, the use of AC is not spread equally throughout the year, but concentrated in the summer months. On very hot days, many air-conditioning units are set to a maximum position, and as a consequence demand for electricity spikes. Hundreds of American power plants and a great many miles of transmission and distribution lines are needed on average only two or three days per year, while they sit idle for the rest of the time. Peak power demand is growing faster than average power demand, and compressor-based cooling is an important reason for this. [4] [5]


    When we look at greenhouse gas emissions, another problem comes to light. AC not only produces emissions originating from electricity production. There is also the leakage of refrigerants, which are gases that — although they remain in the atmosphere for a shorter time — have a much higher global warming potential than CO2. The irony is that the substantial greenhouse gas emissions from air-conditioning bring us hotter summers, which in turn stimulates the use of air-conditioning. Another feedback loop is the “heat-canyon effect:” by blowing warm air out from buildings, AC heats up the streets, in its turn raising the need for more AC. [1] [6]


    While the USA remains the absolute champion of air-conditioning, the technology is also gaining importance in the rest of the world. For example, between 1997 and 2007, the number of Chinese households owning air-conditioning tripled, with the annual number sold reaching more than 20 million. [1] By 2020, energy consumption for air-conditioning in India is projected to grow almost tenfold compared to its 2005 level. [1] Even in the temperate climate of Europe, AC is advancing, especially in the commercial sector. For example, in the UK, based on currents trends, 40 percent of commercial floor space will have AC by 2020, compared to 10 percent in 1994. [6]


    The Historical Evolution of the Fan


    Throughout history, humans have used energy to keep themselves warm during the winter months. The use of energy to keep cool in summer, however, is a relatively recent phenomenon. Before the advent of air-conditioning in the first half of the twentieth century, buildings in hot climates were designed for natural ventilation (see further), and people adapted to the heat by changing their routines. However, air-conditioning was not the first technology that used energy for cooling: circulating fans predate AC by centuries.


    For most of history, fans were human-powered. Hand-held fans were used by ancient Egyptians, Babylonians, Persians, Chinese, Greeks and Romans. Most often, fans were waved by servants in order to cool their masters and to scare away insects. The folding fan, which people used to cool themselves, was invented by the Japanese in the ninth century, and introduced to the west by Portuguese sailors during the Renaissance. [7]


    The first remotely operated fans were “pankha” or “punkah,” developed in the 1500s in India and the Middle East. These rectangular canvas covered frames, suspended overhead, were waved back and forth by servants (called “pankwallah” or “punkawallah”), who pulled a rope against a counterweight while seated outside the room. [10]


    Rotating fans appeared in the eighteenth century, and these were initially human-powered, too. During the same century, however, clockwork fans appeared, driven by a wind-up mechanism. In the nineteenth century, fans were powered by waterwheels, steam engines, or small water turbines running on tap water from the town mains. The first electrically powered circulating fan appeared in the USA in 1882.


    How to Keep People Cool?


    The four environmental factors that determine human thermal comfort are air temperature, air velocity, air humidity, and radiant temperature. Each of these variables can be manipulated to cool (or heat) people.


    Air-conditioning lowers air temperature and (if necessary) air humidity. A lower air temperature increases heat loss from the body through convection, while a lower air humidity increases heat loss from the body through evaporation of moisture from the skin (which also occurs when we are not sweating). Circulating fans increase air velocity, which accelerates heat loss from the skin through convection and evaporation. Heat loss through evaporation increases with the square of the air velocity. [8]


    Radiant cooling — another method of keeping humans comfortable — works by lowering the temperature of the surfaces in a space. This is achieved by circulating cool water through plastic tubes in building surfaces, such as walls, floors, ceilings, or in modular panels. Radiant systems cool people by increasing heat loss from the body through radiation, but there is also an indirect, limited, and delayed decrease of air temperature. This is not so in the case of circulating fans, which have no effect on air temperature. [8] Either way, both circulating fans and radiant cooling systems can provide thermal comfort at higher air temperatures during hot conditions.


    Why AC is Inefficient


    Air-conditioning is the least energy efficient way of cooling people, because it implies that all the air in an enclosed space needs to be refrigerated (and, if necessary, dehumidified) in order to cool the occupants. The larger the space and the fewer the people within it, the more energy it will take to cool each occupant. Like air-conditioning, circulating fans cool people by encouraging heat loss from the body through convection and evaporation. However, moving air around requires much less energy than refrigerating it.


    Moreover, the cooling effect of circulating fans can be applied locally and has immediate effect. Fans circulate air around the body, while leaving the air in unoccupied parts of the space unaffected. Likewise, it is not necessary to keep the air circulating when nobody is around. Upon entering a room, turning on a fan has an immediate effect. Air-conditioning, on the other hand, needs time to cool down a space. As a consequence, a space will often be air-conditioned even when nobody is around, in order to provide immediate comfort when somebody enters it.


    Like circulating fans, radiant cooling is much more efficient than air-conditioning, because there is no need to refrigerate the air. Furthermore, radiation is often the primary method of heat exchange between the body and the indoor environment. [9]


    However, compared to circulating fans, radiant cooling has two disadvantages. Firstly, like air-conditioning, it’s slow acting, which means that it needs to be operated continuously in order to offer immediate comfort. Secondly, it’s considerably more expensive than fans and it’s not as easy to install in existing buildings.


    Another disadvantage of air-conditioning is that it requires an airtight, enclosed space in order to keep the refrigerated air inside. Circulating fans and radiant cooling systems, on the other hand, work indoors as well as outdoors. They can be combined with natural ventilation, taking advantage of an additional, free cooling effect when it is available. Both cooling systems appear in nature: wind is the natural counterpart of a fan, while cold surfaces such as those of seas, lakes, or caves are the counterparts of radiant cooling surfaces in a building.


    The Cooling Potential of Circulating Fans


    The cooling effect of circulating fans is substantial. An air speed of roughly 1 m/s is capable of offsetting a 3 °C (5.4 °F) increase in indoor temperature, while an air speed of 3 m/s has a cooling effect of roughly 7 °C (12.6 °F). [10] For comparison, these modest air velocities correspond with an outdoor wind speed of Beaufort 1 and 2, respectively. The lower the air humidity, the higher the cooling effect of a given air speed. Fan configuration is another important variable, because the airflow from fans usually reaches only certain parts of the body surface.


    Ceiling fans produce the least cooling for a given air speed, as they affect a smaller part of the body. However, they have other advantages: they don’t require floor or desk space and they can have very large diameters, which enables them to cool a larger area. Floor fans aimed at the back or the chest provide the most cooling, while the cooling effect of desk fans sits in between these extremes — the face appears to be very sensitive to the cooling effect of air movement. [12]


    In recent years, several studies have calculated the cooling effect of different fan configurations at various air velocities and relative humidities. A 2013 study using ceiling fans found that subjects were comfortable up to 30 °C (86 °F) and 60 percent relative humidity with an air speed of 1.2 m/s, and up to 30 °C and 80 percent relative humidity with an air speed of 1.6 m/s. At 60 percent relative humidity, subjects would be comfortable at temperatures higher than 30°C, but these conditions were not investigated. During the experiment, which took place in a climate chamber, subjects were wearing light clothing and performed light activity (for example, computer work at a desk). [12]


    The same authors conducted a similar study with personally controlled floor fans. In this case, subjects were comfortable at a temperature of 30 °C (86 °F) and 60 percent relative humidity with an air speed of only 1 m/s. However, the maximum air speed of the floor fans was not sufficient to deliver thermal comfort at 30 °C and 80 percent relative humidity, in which case only 60 percent of subjects felt comfortable (comfort standards require at least 80 percent of people to be comfortable in a given condition). The researchers concluded that increasing the maximum air speed could further improve the results. [12]


    Both studies also found that none of the subjects complained about noise or dry eyes as a consequence of the use of fans. Earlier experiments with personally controlled fans showed that thermal comfort could be maintained up to 31 °C (88 °F) and 50 percent relative humidity with an air speed of 1.6 m/s, while studies in Thailand and Hong Kong have shown that subjects were comfortable at temperatures well above 30 °C (86 °F) and a relative humidity up to 85 percent with air speeds up to 3 m/s. It must be noted, however, that these studies did not ask the subjects about possible discomfort due to noise or dry eyes. [12]


    Energy Savings of Circulating Fans


    Circulating fans can save large amounts of energy, either by lowering the energy use of air-conditioning, or by completely obviating the need for it. International comfort standards dictate a very narrow comfort zone for air-conditioned buildings in summer, which is between 23 °C and 26 °C (73–79 °F). [11] However, if air-conditioning is supplemented by the cooling effect of circulating fans, a building’s interior can be allowed to fluctuate within an expanded temperature range while maintaining the occupants’ thermal comfort.


    Warmer thermostat temperatures can bring about large energy savings. For every rise in degree celsius above 25 °C (77 °F) in the thermostat setting in summer, a cooling energy saving of between 9 and 12 percent can be achieved (5 percent per degree F). Obviously, the energy consumption of fans should also be taken into account. For ceiling fans running at high speeds, energy use is approximately 2 percent of the air conditioning savings, leaving net savings from between 7–10 percent for every degree celsius of thermostat rise.Consequently, if fans allow a thermostat setpoint of, for example, 29 °C (84 °F) instead of 24 °C (75 °F), the net savings amount to 35–50 percent. [10]


    The new generation of fans with DC motors and magnetically levitated bearings have remarkably low energy consumption. In the earlier mentioned study, thermal comfort up to 30 °C (86 °F) could be provided by fans using less than 10 watts, increasing energy savings up to 70 percent. Even very low-wattage fans (3W) which produce an air speed of 1 m/s near each occupant are capable of offsetting a 3 °C (5.4 °F) temperature rise, saving around 30 percent of cooling energy. An additional benefit of the low energy use of these fans is that they can be easily operated via battery power during blackouts. [12]


    In more moderate climates, the use of circulating fans in combination with natural ventilation or radiant cooling systems could easily allow people to get rid of AC altogether. While natural ventilation can be very effective in a well-designed building, obviating the need for fans during most of the year, its effectiveness is dependent on outside wind conditions. Fans can therefore act as a backup during windless days. Furthermore, not all occupants might be close enough to a window to enjoy the cooling effect of natural ventilation.


    Fans also work well alongside slow acting radiant cooling systems, because they can provide instant comfort in anticipation of the radiant cooling coming on stream, shortening pre-cooling times. [12] If circulating fans allowed people to ditch the AC entirely, cooling energy savings could reach above 90 percent. [10]


    The Limitations of Fans


    The faster the air moves over the skin, the faster heat is lost from the body. Unfortunately, there is a fundamental limit to the cooling effect of circulating fans: they can only provide cooling at air temperatures below the mean skin temperature, which is about 35 °C (95 °F). Fans cannot cool people above that treshold, because moving air cannot reduce the skin temperature below the ambient temperature — no matter how high the air speed.


    Despite this limitation, fans remain extremely useful at temperatures above 35 °C (95 °F), because they can be used in conjunction with air-conditioning. For instance, instead of cooling down a space to 24 °C (75 °F), the aircon can cool it to 29 °C (84 °F), which is a comfortable temperature if combined with fans. When used in tandem, the energy savings during heat waves would be around 50 percent compared to using AC alone.


    Another limit to air speed is the possible disturbance of loose papers, which can become a problem in offices at fan speeds above 1 m/s. This can be solved by paper weights, or by locating fans below the desks, aimed at the midriff. Another solution would be the long-heralded paperless office. [10]


    Greater Comfort


    The use of fans can increase thermal comfort in multiple ways. The main difference between air conditioning and circulating fans is that AC subjects all people in a space to the same thermal environment, while fans allow the creation of personal microclimates. People react differently to similar temperatures, and have different clothing and activity levels. Therefore, it is very unusual for people to reach unanimity on the AC thermostat settings. In offices, this problem is often exacerbated by the tendency to overcool the building, forcing some people to wear thick sweaters or even use electric heaters while outside temperatures are well above 30 °C (86 °F).


    Unlike air conditioning, fans can produce different thermal environments in a single space. If people have personal fans at their desks, they have control over their own thermal environment, greatly improving their relative comfort. Studies also show that circulating fans can significantly improve people’s perceived air quality, possibly by disrupting the body’s naturally-occuring thermal plume through which body odours and skin bioeffluents are carried to the breathing zone. [12] Like AC, fans offer a solution in regions plagued by flying insects, because these have trouble flying in the turbulent airflow of circulating fans. [10]


    Why are Fans Overlooked as a Cooling Option?


    If fans are so effective and comfortable, why is their use not more widespread? Because until very recently, international comfort standards limited air movement indoors to a meagre 0.2 m/s in order to avoid drafts. [8] [14] Obviously, avoiding drafts is very useful during the heating season, because in that case the powerful cooling effect of moving air is counter-productive. The fact that air speed was limited to the same level in summer, however, can only be explained by the fact that American comfort standards are written by the national branch organization of the air cooling and heating industry (ASHRAE), protecting and promoting its own products. (Comfort standards outside the USA, such as ISO 7730 and EN 15251, are heavily influenced by ASHRAE). [11]


    Fortunately, these comfort standards have come increasingly under fire in recent years, as more and more studies show that higher air speeds can have a welcome cooling effect during the warm months. In 2010, the thermal comfort standard “ASHRAE 55” was revised to permit higher indoor air speeds: up to 0.8 m/s without local control of fan speed, and up to 1.2 m/s with local control of fan speed. Furthermore, at higher activity levels these limits do not apply at all.


    In ASHRAE 55–2013, which was presented less than a year ago, a further step was taken by defining air speed not as a single-point maximum speed but as the “average air speed,” being the average air speed at ankle, midbody, and neck level. This allows the fan system to include higher maximum local airspeeds in the occupied zone, since flows from fans are rarely equally high at all three levels. [12] [13] Although it will take some time before architects, engineers and national building codes adopt the new guidelines, it looks likes the circulating fan is back on track.


    AC has Produced AC-Architecture


    Meanwhile, however, a lot of damage has been done. While a renewed interest in circulating fans could save large amounts of energy when cooling buildings, there are limits to what can be achieved because the widespread use of AC has had a profound influence on architecture. Before the advent of air-conditioning, buildings in hot climates were designed in such a way that they were comfortable during summer months without the use of energy. They encouraged natural ventilation by, among other things, large porches, high ceilings, roof vents, sash windows, ventilation shafts, transoms over interior doors, and courtyards. Some houses were even built on stilts to allow for more air circulation. [1] [6] [9] [11]


    Traditional buildings in hot climates kept solar radiation out by using heavy construction materials, big eaves, reflective tin roofs, and growing shade trees around the house. Air conditioning did away with all these building elements and stimulated the use of lighter and cheaper building materials. Office blocks with H, T, and L-shaped footprints, which facilitated cross-ventilation, were replaced by massive, square blocks with very deep floor plans. Completely new building types emerged, such as office towers with fully glazed facades or enclosed shopping centers, which would be simply uninhabitable without air-conditioning because of the greenhouse effect. While fans could somewhat lower the energy use of air-conditioning in such buildings, energy consumption would remain very high. [1] [6] [9] [11] ←
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        A low power ceiling fan in a home. Source: Big Ass Fans.
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        A large ceiling fan in a brewery. Source: Big Ass Fans.
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        Fans for indoor sports. Source: Big Ass Fans.
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        Fans in a restaurant. Source: Big Ass Fans.
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        Patent drawing for a Fan Moved by Mechanism, November 27, 1830. Public domain, Wikimedia Commons.
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        The punkah was waved back and forth by servants who pulled a rope against a counterweight while seated outside the room.
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        Punkah wooden panel fan in Melrose antebellum house, (Natchez, Mississippi). By Etan J. Tal - Own work. CC BY-SA 4.0, Wikimedia Commons.
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    Well-Tended Fires Outperform Modern Cooking Stoves


     


    Despite technological advancements since the Industrial Revolution, cooking remains a spectacularly inefficient process.


    Despite technological advancements since the Industrial Revolution, cooking remains a spectacularly inefficient process. This holds true for poor and rich countries alike. While modern gas and electric cooking stoves might be more practical and produce less indoor pollution than the open fires and crude stoves used in developing countries, they are equally energy inefficient.


    In fact, an electric cooking stove is only half as efficient as a well-tended open fire, while a gas hob is only half as effective as a biomass rocket stove. And even though indoor air pollution is less of an issue with modern cooking stoves, research indicates that pollution levels in western kitchens can be surprisingly high.


    Three-stone Fire


    Present-day cooking methods in poorer countries are quite well documented, as they are one of the main concerns of NGOs which promote appropriate technological development. An estimated 2.5 to 3 billion people still cook their food over open fires or in rudimentary cookstoves, and these numbers keep increasing due to population growth.


    The most basic and widely used type of cooking device is the wood-fuelled “three-stone fire,” which is made by arranging three stones to make a stand for a cooking pot. Alongside the three-stone fire — which dates back to Neolithic times — many types of home-made cooking stoves can be found. They are powered by burning coal or biomass, be it wood, crop residues, dung or charcoal. [1]


    The main concern with the use of crude biomass cooking stoves is their destructive influence on human welfare and natural resources. When used indoors, biomass cooking stoves lead to severe health issues such as chronic lung diseases, acute respiratory infections, cataracts, blindness, and adverse effects on pregnancy. The main victims are women, who do most of the housework, and young children, who are often carried on the mother’s back while she is cooking.


    Inefficient biomass stoves also force people (again, most often women) to spend much of their time collecting fuel. The environmental degradation caused by biomass stoves is equally problematic. When wood is used as a primary fuel, inefficient cooking methods lead to large-scale deforestation, soil erosion, desertification and emissions of greenhouse gases. For coal-fuelled stoves, the main issue is indoor air pollution.


    The Thermal Efficiency of a Three-stone Fire


    At the heart of the problem lies the low thermal efficiency of traditional cooking methods. For three-stone fires, thermal efficiency is stated to be as low as 10 to 15 percent. [1] In other words: 85 to 90 percent of the energy content in the wood is lost as heat to the environment outside the cooking pot. Obviously, this low efficiency wastes natural resources, but it also boosts air pollution and greenhouse gas emissions because the relatively low temperature of the fire leads to incomplete combustion.


    However, the issue is more complicated than it is usually presented. To begin with, the productivity and cleanliness of an open fire (and similar crude cooking stoves) greatly depends on the circumstances in which they are used and on the skills of the cook. In its test of 18 cooking stove designs from all over the world, the Partnership for Clean Indoor Air (PCIA) [3] concluded that:


    Well-constructed three-stone fires protected from wind and tended with care scored between 20 and 30% thermal efficiency. Open fires made with moister wood and operated with less attention to the wind can score as low as 5 percent. The operator and the conditions of use largely determine the effectiveness of operation. If the sticks of wood are burnt at the tips and pushed into the center as the wood is consumed, the fire can be hot and relatively clean burning.


    Due to the influence of environmental factors such as wind, an indoor three-stone fire is generally more efficient than one operated outside. However, outdoor open fires can also be made more efficient by placing them in a hole in the ground or by shielding them with the use of earthen walls, which also adds thermal mass. Furthermore, PCIA remarks that “it is important to recognize that the open hearth and resulting smoke often have considerable cultural and practical value in the home, including control of insects.”


    The Thermal Efficiency of Improved Biomass Stoves


    Especially since the 1970s and 1980s, many international NGO’s have tried to improve cooking traditions in poorer countries. This has resulted in a large number of so-called “improved cooking stoves,” which again vary in terms of design, performance and costs. Hundreds of variations exist. [1]


    Some of these designs are exclusively aimed at minimising air pollution at the cost of higher fuel consumption, while other designs achieve a higher efficiency but increase air pollution. [4] In this article, we will focus exclusively on cooking stoves that address both issues simultaneously. This is not to suggest that other designs can’t be preferable in certain circumstances. For example, because biomass cooking stoves do not present direct health problems when used outdoors, saving fuel would be the most important aim in that context.


    Compared to a basic three-stone fire with 10–15 percent thermal efficiency, improved cooking stoves can easily halve the fuel requirements of the cooking process. This can be achieved by providing an insulated combustion chamber, improving the air supply, and other measures.


    In a laboratory comparison of five major types of biomass cooking stoves, it was found that an improved rocket stove uses 2,470 kJ to boil one liter of water and then simmer it for 30 minutes, while a basic three-stone fire requires 6,553 kJ to fulfill the same task. [5] The rocket stove thus uses 60 percent less fuel than the three-stone fire. Furthermore, the rocket stove boils 2.5 liters of water more than 5 minutes faster.


    The values are the average of three tests and measure specific energy consumption instead of thermal efficiency. Both test methods have their shortcomings — measuring the efficiency of cooking is suprisingly complex — so by applying both methods the accuracy of an experiment increases. [6] This was done by the Partnership for Clean Indoor Air, which compared the thermal efficiency and specific energy consumption of 18 cookstove designs, including a well tended open fire with a thermal efficiency of 20–30 percent. [4]


    In this study, one of the best performing improved biomass stoves — a 20 liter can rocket stove — convincingly beats the efficiency of the well-tended open fire. It requires 733 grams of wood (12,579 kJ) to bring five liters of water to boil and simmer for 45 minutes, only 65 percent of the 1,112 grams of wood (19,496 kJ) required by the well-tended open fire. The thermal efficiency of the rocket stove varies between 23 and 54 percent. [7]


    The rocket stove also lowers air pollution: the emissions are only 26 percent of the carbon monoxide (CO) and 60 percent of the particulate matter (PM) produced by the well-tended open fire. Lastly, it shortens cooking time to 22 minutes for five liters of water, compared to 27 minutes for the open fire.


    The top performing biomass stove in the test is a wood gas stove, with slightly more than one-third the wood consumption (459 grams of wood or 9,434 kJ) and 15–20 percent of the pollution levels of the three-stone fire. It has a thermal efficiency of 44–46 percent. However, it requires an electric fan to improve combustion efficiency, while all others are natural-draft stoves.


    Cooking in Wealthy Households


    There is great irony in the fact that the improved biomass stoves mentioned above are much more efficient than modern cooking stoves used in the western world and in wealthier households of developing nations. In fact, most modern cooking stoves have a thermal efficiency that is on par with that of a three-stone fire.


    The western world switched from open fires to closed cookstoves from the eighteenth century. Initially, these “kitchen stoves” were used for both heating and cooking, and were powered by coal, charcoal or biomass. When central heating systems were introduced in the early twentieth century, the kitchen stove was replaced by a stand-alone cooking appliance, powered by gas or electricity.


    Conventional electric hobs use attached iron plates as their heating units, while more sophisticated models use infrared, halogen or induction units, which are positioned below glass ceramics. Of these, only induction-based cooking plates are more efficient than conventional electric hobs. The others mainly offer increased convenience, such as greater ease when cleaning. Most gas cooking stoves place burners on top of a stainless steel or ceramic surface, while others place them on top or beneath a glass ceramic surface. Again, the latter offers increased convenience, but no significant efficiency benefit. [8]


    Research into the efficiency of modern cooking stoves is rather limited. According to a study by the Dutch research institute VHK, a traditional electric cooktop (with vitro-ceramic plate) has a thermal efficiency of 13 percent, while that of an electric induction cooker is 15 percent. A microwave obtains 19 percent thermal efficiency. Only a classical gas cooking stove (23 percent) reaches the thermal efficiency of a well-tended three-stone fire. [8]


    While the study is aimed primarily at the preparation of hot drinks, it is the most complete study available and its results are applicable to cooking food with only a few small caveats. [9]


    Now, if we compare the thermal efficiencies from modern cooking stoves with those from stoves used in poorer households, we see that the improved biomass stoves in developing countries beat our “high-tech” cooking technology with a factor of two to three. Gas or electric ovens are not included in this comparison, but their efficiency is even lower than gas or electric hobs because water is a much better conductor of heat than air.


    The low efficiency of modern cooking devices may surprise people, as these are not the figures that are usually presented in sales brochures or consumer reports. For example, the Californian Consumer Energy Center gives an efficiency level of 90 percent for an electric induction cooker, 65 percent for a standard electric range, and 55 percent for a gas burner. [10]


    Power Conversion Losses


    The main discrepancy with these figures is caused when one doesn’t take into account that electricity first needs to be produced in power plants which sometimes convert less than a third of the primary energy into electricity. [11] This is not an issue with gas or biomass stoves, where a primary fuel is directly converted into heat for cooking. [12] But it does have a destructive effect on the thermal efficiency of any electric cooking device, be it an electric hob or a microwave.


    The VHK study assumes an electric grid efficiency of 40 percent. This figure takes into account power generation and distribution losses, as well as fuel extraction and a projected saving on these issues over an average product life of 10–15 years. [8] It should be noted that this percentage corresponds to a global average, including the use of renewables and atomic energy. Depending on the country, grid efficiency can be higher or lower. [13]


    If we only look at the different types of thermal power plants, we find that the thermal efficiency for a traditional coal plant (81 percent of all coal-based power plants in use) is only 25 to 37 percent, while that of a common direct-combustion biomass power plant is only 20 percent. [13]


    At world level, the average energy efficiency of thermal power plants is 36 percent. [13] These percentages should be reduced with electric transmission and distribution losses, which are on average 6 percent in Europe, 7 percent in the USA, and 9 percent on a world level. [13]


    This means that if your electric stove is operated by electricity from a biomass power plant — a fast growing “green” trend nowadays — the power conversion efficiency is three to four times lower (11–14 percent) than the authors of the study assume, and thermal efficiency drops to about 5 percent. This is similar to the thermal efficiency of a neglected open fire, and one-tenth the thermal efficiency of a rocket stove. Likewise, a cookstove which uses coal or gas directly to heat food is much more energy efficient than a cookstove that runs on electricity produced by a coal or gas power plant.


    Evidently, there is something wrong with the western approach to sustainability. Converting heat into electricity which is then converted back into heat, at 20–40 percent efficiency, is similar to building a Rube Goldberg machine; it’s a needlessly complex operation compared to simply converting the primary fuel into heat to boil water. Essentially, any electric cooking device is an insult to the science of thermodynamics.


    Heat Transfer Loss


    A second problem is that the high efficiency figures given in sales brochures and consumer reports underestimate the heat loss that occurs during the heat transfer from cooking stove to cooking pot. This heat loss is present with all cooking stoves, but is especially high in the case of gas hobs.


    Energy losses appear because of three reasons. Firstly, some heat from the cooking fire escapes before it can reach the cooking vessel. Secondly, some heat from the cooking fire is used to heat up the cooking pot, which constantly loses heat to the environment. Lastly, heat is wasted because some of the boiling water escapes through evaporation. Heat transfer loss varies from 57 kWh/yr for an electric induction stove to 255 kWh/yr for a gas hob.


    Heat transfer loss is not fully accounted for in most testing standards for cooking appliances. For example, the US standard uses a test by which the heat transfer efficiency of a cooking top is established from heating up aluminum cylinders of certain dimensions, not pots of water. [15] [16] This avoids the complex phase change from liquid to vapor and is thus better reproducible.


    However, as all the heat of the cylinder is counted as useful, it ignores that in real life situations some energy — notably the energy to heat up the pot or kettle itself — is wasted. Only taking into account the energy loss in heating the pot itself, energy efficiency decreases with about 10 percent of the figures given by standard tests, concludes VHK. [8] Furthermore, the US test is modeled after the process of boiling food on all burners or hot plates simultaneously, which is not always the case. Heat transfer losses are larger when only one or two pots are on the fire.


    Apart from power conversion losses and heat transfer losses, the remainder of the energy losses are due to production, distribution and disposal of cooking devices (embodied energy), standby losses (which are only relevant for microwaves, induction stoves and sophisticated gas stoves), and cooking habits. These factors have a relatively small influence.


    Of all the energy losses involved in modern cooking appliances, only heat transfer loss applies to cooking devices in poorer households. There are no power conversion losses, fuel is mostly gathered by hand, there are no standby losses, and embodied energy is negligible as most devices are home-made.


    Indoor Air Pollution in Rich vs. Poor Households


    While the thermal efficiency of modern cooking devices is clearly inferior to that of a well-tended three-stone fire or rocket stove, they do have an advantage when it comes to indoor air pollution. However, this is not a black-and-white issue either. Air pollution levels depend on what you’re cooking, how skillful you are, and which technology you use.


    In the worst case scenario, pollution levels in modern kitchens can be similar to those of a well-tended three-stone fire indoors. This is not to say that the problem of indoor pollution in poor households is overstated, but rather that cooking in modern kitchens is not always as clean as we assume it to be.


    Particulate matter (PM) is considered as the single best indicator of potential harm in air quality. [4] In poor households where indoor cooking happens with crude stoves or open fires, PM-levels vary from 200 to 5,000 ug/m3 over a 24-hour period, and from 300 to 20,000 ug/m3 during the actual use of stoves. [17] [19] The Partnership for Clean Indoor Air measured PM emissions for a well tended three-stone fire, which resulted in values of between 281 and 2,004 ug/m3 while cooking. [4]


    Similar research undertaken in a kitchen equipped with modern technology found PM concentrations in the kitchen, living room and bedroom from below the detection limit to 3,880 ug/m3 during a variety of 32 different cooking tests with gas and electric ranges. [20] The medium and average concentrations of PM during the 32 cooking tests exceeded ambient air quality standards (which are 150 g/m3 for PM10 and 65 ug/m3 for PM2.5). These values come close to the best-case scenarios in poor households.


    Importantly, cooking pollutants are not caused by the burning of gas or fuel alone, but also in the cooking process itself. PM2.5 concentrations were over 1,000 ug/m3 during stovetop stir-frying, baking lasagna in the gas oven, and frying tortillas in oil on the range top burner. The authors conclude that:


    Very high levels of several pollutants were measured in indoor air during different types of cooking activities. The levels measured for some cooking activities exceeded health-based standards and guidelines, and could pose a risk to home occupants, especially susceptible groups of the population such as young children and the elderly.


    Unfortunately, gas stoves — which have the highest thermal efficiency of all modern cooking stoves — produce the most air pollution in modern kitchens. [20] The average indoor PM emissions for gas stoves can amount to 25 percent of those of biomass cooking stoves. [19] A 2014 study estimates that 60 percent of homes in California that cook at least once a week with a gas stove can reach pollutant levels of CO, NO2 and formaldehyde that would be illegal if found outdoors. [21] The authors state that:


    If these were conditions that were outdoors the EPA (Environmental Protection Agency) would be cracking down. But since it’s in people’s homes, there’s no regulation requiring anyone to fix it. Reducing people’s exposure to pollutants from gas stoves should be a public health priority.


    Air Pollution and Greenhouse Gas Emissions


    Obviously, indoor cooking with an electric stove is the healthiest option, albeit not totally free from producing indoor air pollution. However, electric stoves are only “clean” because they emit most of their pollution elsewhere — at the smokestacks of the power plant. Any biomass stove design with a chimney basically achieves the same. If a chimney is added to an indoor biomass stove, indoor air pollution drops to almost zero. [4]


    And while the burning of coal or gas emits less air pollution and greenhouse gases than the burning of biomass per unit of energy produced [22] you have to burn more fuel in order to make up for the power conversion losses. Especially if your electric stove runs on electricity from a biomass power plant, then air pollution and greenhouse gas emissions are much higher than in the case of a biomass stove.


    On the other hand, if we consider biomass to be climate neutral over time because the harvested forest gets a chance to grow back, then a biomass stove beats all other cooking methods when it comes to greenhouse gas emissions. The same goes for the cooking stove powered by electricity from biomass, although it would produce considerably more air pollution than the biomass stove, and require a much larger area of sustainably managed forest.


    What’s the Solution?


    When the German Wuppertal Institute investigated the potential for improved energy efficiency of cooking stoves on a global scale, they concluded that energy use could be halved. [2] Although it’s remarkable how the proposed solutions for this energy inefficiency differ for poor and rich countries. In the developing world, the focus is mainly on designing more efficient biomass stoves that produce fewer pollutants. While achieved savings as a result of switching to biogas would be larger, its investment would be 30 times higher compared to the distribution of improved wood cooking stoves. [2]


    For the developed world, the Wuppertal Institute focuses on a much more costly measure: extending the use of the most efficient types of “western” stoves, such as the electric induction hob. However, as we have seen, these stoves are far less efficient than the improved biomass stoves, and they are also more expensive. The authors infer that, compared to developing countries, energy saving potentials with modern cooking stoves are far smaller and less cost-efficient. But as is apparent from the inefficiencies of western cooking technology, the energy savings potential is, in reality, larger. ←
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        Cooking tortillas on a wood-fired 3-stone stove. Image by gringologue (CC BY-SA 2.0), flickr.
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        An outdoor three-stone fire. Credit: Global Alliance for Clean Cookstoves.
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        A glass-ceramic cooktop. CC BY-SA 3.0, Wikimedia Commons.
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        Thermal efficiencies of cooking appliances in poor and rich countries.
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        Improved biomass stoves, Global Alliance for Clean Cookstoves.
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    If We Insulate Our Houses, Why Not Our Cooking Pots?


    


    A fireless cooker doubles the efficiency of any type of cooking device because it shortens the time on the fire and limits heat transfer losses.


    While modern cooking stoves are convenient, when it comes to energy use they leave a lot to be desired. As we have seen in the previous article, the thermal efficiency of an electric hob does not exceed that of a conventional open fire. In both cases almost 90 percent of the primary energy is lost during the cooking process.


    Cooking food could be achieved in a far more energy efficient way, especially if the cooking pot itself is insulated. This is the principle behind the fireless cooker, a well-insulated box that keeps food simmering with only the heat of the cooking pot itself. A fireless cooker doubles the efficiency of any type of cooking device because it shortens the time on the fire and limits heat transfer losses.


    In the early twentieth century, fireless cookers were common additions to western kitchens, similar to the refrigerator or cooking stove. Some models even integrated fireless cookers with gas or electric hobs. These functioned by lowering an insulated hood over the cooking pot once the heat had been switched off.


    Why is Cooking so Inefficient?


    To improve upon the efficiency of cooking, we have to take a closer look at where the greatest energy losses are incurred. For electric hobs and microwaves, the most significant waste of energy can be attributed to power conversion losses. Converting fossil fuels or biomass into electricity produces an energy efficiency level of 20 – 45 percent depending on the power plant, which explains why electric stoves are among the least efficient cooking devices.


    The second most significant energy loss for electric stoves, and the most important one for all other cooking stoves, occurs during the transferral of heat from the cooking hob to the food in the cooking vessel. Not all heat produced by the fire reaches the cooking pot, and heat is lost through the walls and lid of the pot, as well as through escaping steam.


    In order to bring water to a boil and to keep a dish simmering, the cooking stove has to continuously compensate for these heat transfer losses. This is similar to heating an uninsulated building with all the doors and windows open. Even the most performable stoves now available — rocket stoves and wood gas stoves — only achieve a maximal thermal efficiency of 40–50 percent.


    Obviously, we could do better. With regards to potential improvements in cooking sustainability, four technologies deserve further attention: pot skirts, fireless cookers, pressure cookers, and solar cookers. While each of these is a solution in themselves, they are especially advantageous when used together.


    Pot Skirts


    A simple way to start improving cooking efficiency is by using a pot skirt. This device increases heat transfer efficiency between cooking stove and cooking pot. They work with all but the electric stove. A pot skirt is a vertical sleeve, usually of metal, that forces the hot gases from the fire to flow closely around the sides of the pot. Skirts can be insulated on the outside, which brings the additional benefit of decreasing heat losses from the sides of the pot.


    A pot skirt also reduces the effects of fire assymetry, which can be a problem for both outdoor and indoor cooking. Experiments in rooms with virtually no crossflow of air can show highly assymetric flame patterns, which decrease heat transfer efficiency. Tests on three types of stoves — an open fire, a biomass rocket stove and a gas rocket stove — showed that pot skirts can improve heat transfer efficiency by about 10–20 percent for a rocket stove, and by about 30 percent for an open fire. Since heat transfer losses are the main inefficiency for these types of cooking stoves, this is not a bad start.


    Pressure Cookers


    The rather well-known pressure cooker takes a different approach. A pressure cooker is a sealed vessel which reaches higher water temperatures because of added steam pressure, making it more energy efficient and able to cook food faster. It is either operated electrically (as a standalone device or on an electric stove), or used in combination with a gas, biomass, coal or solar stove. The pressure cooker lowers both power conversion losses (because of shorter cooking times) and heat transfer losses (because it completely eliminates heat loss through evaporation).


    Scientific studies on the energy efficiency of a pressure cooker could not be found. Manufacturers usually advertise energy and time savings of up to 70 percent when compared to cooking in a normal pot. If we assume these figures to be correct averages (which is probably overly optimistic), then the thermal efficiencies of cooking stoves start to look more promising.


    If a pressure cooker is used on an electric stove, the cooking process would reach a thermal efficiency of 22 percent, which brings it on par with a well-tended three-stone fire. The combination of a gas stove with a pressure cooker would achieve a thermal efficiency of 39 percent, while the combination of a well-tended three-stone fire with a pressure cooker would obtain 40 percent thermal efficiency. The best result is achieved via the combination of pressure cooker and rocket stove, which is 62 percent effective. [1]


    Fireless Cookers


    While we can see marked improvements with the pressure cooker, these vessels still lose heat through the walls and lid, and these losses are considerable. There are also heat transfer losses between the stove and the pot if the device is placed on a hob. However, if we bring food to a boil and then quickly put the pot in a well-insulated box, the heat transfer energy losses can be minimized to such an extent that the cooking process continues, without any further energy input.


    This is the principle of the “fireless cooker” or “heat retention cooker,” which is best described as the passive house concept applied to cooking. A passive house is a well-insulated building that requires little energy for space heating of cooling.


    The fireless cooker is the key to efficient cooking in poor and rich countries alike. It almost completely eliminates heat transfer loss and reduces cooking time on the fire or hob substantially, thus addressing the two largest energy losses in the cooking process. Fireless cookers can lower energy use by more than 80 percent, but the precise savings potential depends on many factors. Such factors include the insulation material, the design of the fireless cooker, the required cooking time of the dish, the food itself, and the swiftness with which the cooking pot is moved from the stove to the fireless cooker.


    The Partnership for Clean Indoor Air (PCIA) has measured the energy savings of fireless cookers. In their test of 18 types of solid fuel cooking stoves, the energy savings of the fireless cooker amount to an average fuel reduction of 50 percent, which is the number we will use in this article.


    If we combine an electric stove with a fireless cooker, we can double its thermal efficiency. Combined they reach 26 percent, which is still not very impressive, but at least achieves a higher energy efficiency than a gas stove alone. A gas stove used in conjunction with a fireless cooker obtains 46 percent thermal efficiency, while a well-tended fire with a fireless cooker attains 50 percent. A combination of a rocket stove with a fireless cooker is more than 80 percent efficient. [1]


    These numbers could be further improved if we combine the fireless cooker with the pressure cooker. If we use a pressure cooker to bring food to a boil and then put the pressure cooker into a fireless cooker, we can cook at 40–90 percent efficiency, depending on the cooking stove used. This compares to a maximum of 23 percent for our western cooking stoves, and 40 percent — or at most 50 percent — for improved biomass stoves.


    In its simplest form, the fireless cooker is a wooden, metal or plastic container filled with straw, old clothes, styrofoam, paper or any other insulation material. It can even be a cooking pot wrapped into a sleeping bag. Usually 5 to 10 cm of insulation is applied on all sides, the upper layer often in the form of an easy-to-handle, scaled-down mattress or pillow. A more cost-effective technique to lower energy use is hardly imaginable.


    Fireless Cookers in History


    In some parts of the world, the concept of the fireless cooker has been known about for centuries. During the middle ages, Europeans used “hayboxes” and holes in the ground filled with straw. American Indians took a slightly different approach to limiting heat transfer losses by enclosing the heat source (fire-heated stones or clay balls) within the cookware. Some American Indian groups used “cooking baskets” for this purpose; tightly woven watertight baskets, which could be coated with clay for insulation. Others made stone-boiled soups and stews in a hole that they dug in the ground, lined with animal hide.


    The fireless cooker became popular in the western world in the years between the 1890s and the 1930s. A Norwegian “self-cooking apparatus” received an award at the 1867 World Exhibition in Paris. It was a simple yet elegant container with four layers of felt for insulation.


    Initially, the heat retention cooker was mainly used to make food more portable for use by people on the move such as fishermen, hunters and soldiers. Amsterdam trams (streetcars) had them onboard for the driver. However, during the first decades of the twentieth century, the fireless cooker also became a permanent fixture of many American and European households, an appliance often found next to the cooking stove.


    The best models were made entirely out of metal lined with mineral wool insulation, and kept the cooking pot and insulating material separated for easy cleaning and durable construction. These devices were also used for cooling.


    Another innovation from the early twentieth century was the fireless cooking gas range; a combination of gas stove, gas oven and fireless cooker. The device obviated the need to move cooking utensils from the hob to the fireless cooker by making use of insulated hoods — “thermodomes” — that could be lowered over the burners. The food was brought to a boil, the gas was shut off, and then the pot would be covered up by the thermodome. The inverted receptacle was raised and lowered with the assistance of a counterbalance.


    Interestingly, the hood was partially lowered while the gas was burning. The interior thus became hot from the heat which would otherwise escape, ensuring that plenty of retained heat would be available for cooking after the gas was turned off. Later versions worked completely automatically, shutting off the gas and lowering the hood at a preset time.


    Another attempt to merge fireless cookers with cookstoves was the deep well cooker (also known as the “thrift cooker”). Old ranges, both gas and electric, sometimes had one of their burners sunk into a hole in the cooktop. This “well” had heavily insulated sides and enclosed a specifically designed pot with an insulated lid and no handles on the sides.


    With some models, the burners could double as a surface unit. Although they were not really fireless cookers — the pot was on a low fire — deep well cookers reduced heat transfer losses considerably.


    Improved Fireless Cookers


    The use of heat retention cookers declined in the 1930s, and then resurfaced during World War Two and the oil crises of the 1970s. Today the fireless cooker is mainly promoted for use in developing countries. NGO’s that have introduced the technology are — among others — Practical Action, HELPS International and Solar Cookers International. The designs made for developing countries differ, from the insulated baskets of Solar Cookers International to the styrofoam insulated Wonderbag or ONIL.


    Although heat retention cookers can be made cheaply with natural and locally available resources, they could just as well be mass-produced using more sophisticated materials. While it makes the devices less sustainable in production, plastic has made fireless cookers more practical, and superior insulation materials have improved their performance.


    An important innovation in the western market is the so-called thermal cooker which appeared in the 1990s. The device is based on vacuum technology: the principle behind the thermos flask. The thermal cooker is comprised of a removable cooking pot, with handle and lid, that fits inside a vacuum flask which has a diameter ranging from 20 to 50 cm. The cooking pot is heated on the cooking stove (regardless of type) and then moved to and sealed in the flask.


    In a thermos flask or thermal vacuum cooker the space between the dual walls of a cylinder is completely evacuated. With virtually no molecules of gas available, heat transfer by conduction and convection are almost eliminated and therefore thermal conductivities are extremely low. Insulation thickness is about one-seventh of that of rockwool and one-third that of petrochemical insulation foams for similar thermal resistance.


    The result is a much more compact fireless cooker, which could easily become part of any western kitchen as a standard, built-in device next to the cookstove. Smaller thermal cookers could be used to make hot food portable. Vacuum insulation is also available in the form of insulation panels, which you could use to build a compact yet superinsulated fireless cooker yourself. (But although home production is possible, one would have to adapt to available sizes — it’s not possible to cut the panels as this would destroy the vacuum).


    All too often, fireless cookers are pictured as an emergency device aimed at campers, refugees or survivalists. However, a relatively simple device that can double the efficiency of whatever cooking technology you have at your diposal deserves more credence than that. The fireless cooker should be a commonplace item in every kitchen. Aside from its energy saving potential, its use in the western world would also encourage its acceptance in the developing world.


    Time Saving


    In the beginning of the twentieth century, time savings were the main sales argument for fireless cookers. This seems odd, because the average cooking time doubles compared to the traditional cooking process. Fireless cookers do afford the cook more time, however, by reducing the amount he or she spends in front of the stove or fire.


    Once the cooking pot has been transferred to the fireless cooker, it requires no further attention and the cook is free to do something else, even if it’s outside the house. It’s impossible for the food to boil over, and there is no fire hazard to keep an eye on. Furthermore, a dish can stay hot for up to 6 hours or more, so the timing of the cooking process becomes more flexible.


    A fireless cooker also increases the capacity of a cooking stove, whether it runs on electricity, gas, coal, wood or solar energy. You can put a new dish on the fire while the other one is simmering in the fireless cooker. With every fireless cooker you add, the capacity of the cooking stove increases further.


    Solar Cookers + Fireless Cookers


    This feature is especially interesting in combination with a solar cooker. A fireless cooker increases the capacity of a solar cooker, but it also allows you to cook if there is not much sun available. When a fireless cooker is used to complete the cooking process, a solar cooker requires as little as half an hour of sunshine to cook dinner.


    Fireless cookers essentially act as batteries, storing energy in hot food. They greatly increase the usefulness of solar cookers, making them appropriate even on cloudy days and in countries where there is less sunshine. Furthermore, the combination of solar cooker and fireless cooker allows you to prepare a meal that can be served hours after sunset.


    When viewed alongside all other cooking appliances, the solar cooker is the ultimately sustainable stove. It requires zero fuel and produces zero air pollution. Even if gas or solid fuel stoves could reach a thermal efficiency of 100 percent, they would still require resources like wood or coal, and they would continue to produce air pollution. The solar cooker is the only cooking device that doesn’t face these issues.


    There exist many designs for solar cookers. The simplest type is the solar box cooker, which is not much more than an insulated box with a glass plate on top. The glass allows solar radiation to enter, heating up the interior, while the insulated walls decrease heat loss. There is not much difference between a solar box cooker and a fireless cooker, and both appliances could be merged into one design. Solar box cookers can also work under cloudy conditions because they are able to exploit diffuse radiation.


    Parabolic solar cookers incorporate a more complex design, and use curved mirrors to focus solar radiation on a focal point. They work faster, produce higher temperatures, and have the ability to fry, roast and barbeque food. They are, however, more challenging to build, they require frequent orientation to the sun, they can be dangerous, and they only work in clear weather conditions. Panel cookers — such as the CooKit—incorporate elements of both box and parabolic cookers.


    The solar cooker is not the only way to take advantage of solar energy for cooking. Electric cookstoves or microwaves run by electricity from PV solar panels can also be considered solar powered cookstoves. However, converting solar energy into electricity to convert it to heat in order to boil water is needlessly complex, energy inefficient, and very expensive compared to taking advantage of solar heat in a direct way by using a solar cooker.


    Indoor Solar Cooking


    Like improved biomass stoves and fireless cookers, solar cookers are mainly promoted in developing countries as an alternative to the use of open fires. The technology is distributed by some 500 organizations, companies, and individuals, united in the Solar Cookers World Network.


    The promotion of panel and box cookers is mostly aimed at households and refugees, while the more sophisticated parabolic cookers are generally reserved for large-scale cooking in institutions.


    The promotion of solar cookers in developing countries has produced improved technology that can be useful all over the world. For example, it is now possible to cook indoors using solar energy. This can happen in two ways: either by focusing a parabolic cooker through a wall aperture and then reflecting the sunlight onto a cooking pot, or by using concentrated sunlight to generate steam which is then transported through pipes to a nearby indoor kitchen.


    Both approaches were demonstrated in the Scheffler Community Kitchens in India. These cooking installations are applied on a very large scale, for example at the Shirdi Temple where a solar cooked lunch is served to over 50,000 people per day. However, using solar energy indoors can also happen on a much smaller scale.


    Although a remarkable and highly sustainable piece of equipment, most solar cookers used in developing countries are not the most efficient. As Appropedia notes, solar cookers are “solar concentrators where precision and efficiency have been sacrificed for ease of construction and use of readily available materials.”


    The performance of these cookers could be enhanced if we built them in a more sophisticated way. For example, low-E window glass makes a solar box cooker much more efficient, as most heat that escapes from the box is through the glass. Solar Cookers International states that the ongoing development of more efficient models continues to push the practicality of solar cookers into higher latitudes.


    Making Cooking Sustainable: “Integrated Cooking”


    Combining cooking stoves with solar cookers, fireless cookers, and pressure cookers turns an inefficient process into a year-round sustainable system that dramatically cuts greenhouse gas emissions, fuel use, and air pollution. This holds true for poor and rich countries alike, regardless of which type of cooking stove is used.


    Increasingly, NGO’s are betting on a combination of solar cookers, fireless cookers and improved biomass stoves, an approach that is known as “integrated cooking.” [2] In “integrated cooking,” solar cookers are used whenever possible, while the improved biomass stove offers a solution when solar energy is not available. The fireless cooker is used in combination with both, increasing the capacity of the cooking system and maximizing energy efficiency.


    A similar system in the western world could even utilise electric or gas stoves instead of improved biomass stoves. Because the use of fireless cookers, pressure cookers and solar cookers shortens the use of electric or gas stoves considerably, their low efficiency becomes less of a concern. If the energy use of gas and electric stoves is substantially reduced, it also becomes more realistic to supply this smaller amount of energy by renewable sources, such as wind power.


    Solar cookers and fireless cookers are good examples of the kind of technology that we aim for here at Low-tech Magazine. They can be cheap and easy to make, they are truly sustainable, and yet they are superior to any cooking technology available in pre-industrial times. The extensive use of water power and wind power in history seems to suggest that solar cooking goes back many centuries, but that is not the case. The first experimental solar box cookers only appeared in the 18th century, and parabolic cookers only showed up in the late 19th century.


    Solar cookers and fireless cookers might have a very low-tech image, but they integrate well with high-tech materials. Before the Industrial Revolution, we had no tin or aluminium foil, no vacuum technology, no plastic containers, and no thermally insulated glass. Cooking with fireless cookers, pressure cookers and solar cookers is not a return to the now impractical or defunct gadgets of the past. Rather, it is an innovative approach that optimizes existing knowledge and technology with the aim of radical energy efficiency. ←


    Thanks to all readers who have urged me to write about fireless cookers.
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        A Chambers Fireless Cooking Gas Range from the 1910s. The insulated hoods were lowered over the burners.
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        A Chambers Fireless Cooking Gas Range from the 1910s. The insulated hoods were lowered over the burners.
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        A Chambers Fireless Cooking Gas Range from the 1910s. The insulated hoods were lowered over the burners.
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        A fireless cooker integrated into a gas hob.
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        Thermal efficiency of cooking devices + fireless cooker.
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        Early twentieth century advertisement for fireless cooking.
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        Fireless cooker with associated cooking pots. Wikimedia Commons.
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        Solar box cooker. Wikmedia Commons.
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    [1]:	This is a rough calculation as I have assumed that the cooking time is equally divided between the cooking stove and fireless cooker, and that the energy use of a cookstove is the same whether it brings water to a boil or merely simmers it. This leads to either an coverestimation or an underestimation of the combined thermal efficiency, depending on the technology used. For example, a rocket stove is especially efficient at high power output and much less so while simmering water, so that the combined efficiency of rocket stove and fireless cooker is higher than mentioned.


    [2]:	See for instance “Solar Cooker Project: Best Practices Manual,” http://www.jewishworldwatch.org/downloads/scp_best_practices.pdf (Jewish World Watch) and “General Kitchen Management Practices,” https://energypedia.info/wiki/General_Kitchen_Management_Practices (Energypedia).


  




  

    Modular Cargo Cycles


    


    Modular cargo cycles are cheap to build and easy to customize.


    Following more than two years of research and development, the Danish art collective N55 has presented its modular cargo cycles: the two-wheeled XYZ Cargo Bike (90 kg loading capacity) and the three-wheeled XYZ Cargo Trike (150 kg loading capacity). The assembled versions sell online for about half the price of similar cargo cycles on the market. Because their design is open and modular, the XYZ Cargo Cycles are even cheaper to build yourself, and easy to customize.


    XYZ Cargo brings together two technologies that have been praised at Low-tech Magazine: open modular hardware and cargo cycles. Modular consumer products, whose parts and components could be re-used for the design of other products, would bring important benefits in terms of sustainability, while they would also save consumers money, speed up innovation, and take manufacturing out of the hands of multinationals.


    Cargo cycles, on the other hand, could handle an important part of cargo traffic in cities, paving the way towards sustainable and free-flowing traffic, while at the same time offering important economic advantages to tradesmen, artisans and service providers. The open modular cargo cycles built by N55 in collaboration with designer/artist Till Wolfer combine all those benefits.


    Innovation


    The market for cargo bikes is booming. This was the overall feeling at the International Cargo Bike Festival in Nijmegen (the Netherlands) and at the Berliner Fahrradschau in Germany this spring. The sales figures are skyrocketing and there is plenty of innovation going on.


    A growing number of vehicles features an auxiliary electric motor, while many cargo trikes are now available with tilting mechanisms for fast cornering. Another innovation concerns the steering mechanism; several manufacturers have presented systems that obviate the need for a conventional fork, allowing for better control and increased cargo space.


    Unfortunately, these innovative vehicles often come with a hefty price tag. The prettiest cargo cycles such as the Elian Cargo Bike (a racing version of a cargo bike with steering in the front hub), or the electrically assisted Butchers & Bicycles MK1 (with tilting mechanism) set you back at least four or five thousand euro ($5,000–$7,000), without any options.


    These cycles are well worth the money, but they are obviously not within reach of everybody. Less fancy cargo cycles still have minimum prices of around 2,500 euro ($3,500).


    Modular Cargo Cycles


    This is why the affordable XYZ Cargo Cycles deserve our special attention. The assembled versions of the XYZ Cargo Bike and XYZ Cargo Trike sell online for 1,350 euro and 1,600 euro, respectively ($1,900–$2,220), which is about half the price of similar cargo cycles on the market. However, the cycles are not less interesting or innovative, on the contrary. For example, they feature a revolutionary steering mechanism inspired by motorcycles, which increases the cargo space considerably.


    The low price is largely due to the modular nature of the vehicles. The XYZ Cargo Cycles are not built in a traditional way. Unlike the singular load-bearing tube seen in conventional bike structures, the main structure is an orthogonal spaceframe of standard aluminum square tubes of varying lengths in which holes are drilled.


    The spaceframe is based on XYZ Nodes, which is a modular construction system developed by N55. It builds upon an old, well-known principle of joining timber or steel struts together. Structurally, the connection system shares similarities with lashed joints used for example in the traditional wooden frames seen in inuit kayaks, or with rivet constructions such as airplane hulls or old ship hulls.


    It’s a simple method of building light-weight things from durable materials in a low-cost way. XYZ Nodes forms rigid corners that become flexible when exposed to forces that would break other joining methods like a welded joint. The consequence is that it allows for rigid frames relying on corner connections that are not necessarily triangulated for greater strength, hereby leaving a free open space inside the frame. This made it possible to place gear wheels and chains within the frame, away from the users.


    Easy to Build and Customize


    The cargo cycles are open source concepts which you can modify yourself. The designs—including any new construction principle used in the system—and the XYZ construction and connection principle are open source provided under the rules of Creative Commons CC BY-NC-SA 3.0. Users are free to use available designs, as long as it is for non-commercial purposes and any use of the work includes proper credits.


    This means that you can obtain the cycles even cheaper if you buy standard aluminium tubes and cycle parts, available all over the world, and build the cycle yourself. The frame is assembled using stainless steel bolts, washers and nuts. The assembling requires only simple hand-held, non-specialized tools, like a drill and a metal saw. No welding process is required.


    Like all modular systems, XYZ nodes enable people to build things based on the principle of a few different parts repeatedly used to create an overall structure, similar to construction sets like Lego, Meccano and Erector. Because of the open and modular design, the XYZ Cargo Cycles are easy to customize and to rebuild. For example, a cover or a body to improve wind resistance and protect from the weather can be applied—turning the cargo cycle into a velomobile.


    Several modules have been developed that can be put on top of the XYZ Cargo Trike to transform its functionality: a roof and table module, a passenger seat module, a kitchen module with table, roof and sink, and a platform module. The latter transforms the cargo cycle into a 1.5 × 3 m large movable space, while from a legal point of view remaining a bicycle. The platform module was used to create a ParkCycle Swarm, which empowers people to build an instant public park whenever and wherever they want to.


    N55 is not a commercial enterprise, but a non-profit organization that aims to restore local production in a socially just and environmentally sustainable way. This is another reason for the modest prices. All the money earned with the sale of cycles will be invested in the further development of the technology. N55 gives away the building plans and offers the assembled bikes for a low price because they want to see as many of them on the road.


    Available Models and Free Plans


    The freshly opened webshop of XYZ Cargo offers two models for sale. The XYZ Cargo Bike weighs 26 kg and measures 245 × 56 × 105 cm (LxWxH), while the XYZ Cargo Trike weighs 34 kg and measures 208 × 94 × 105 cm (LxWxH). The cargo box of the Trike measures 55 × 80 cm and the plating is made of transparant Polycarbonate sheets. Both cargo models can be equipped with electric hub motors and batteries.


    Two other vehicles have been produced, the XYZ One Seater (20 kg) and the XYZ Two Seater (34 kg). These pedal powered vehicles (with or without electric assist motor) are recumbent tricycles with one or two seats. The Two Seater can also be equipped with a cargo platform instead of a second seat. These cycles are not for sale, but the open designs are online at N55’s website. ←
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    High Speed Trains are Killing the European Railway Network


    


    High speed rail is destroying the most valuable alternative to the airplane; the “low speed” rail network that has been in service for decades.


    High speed rail is marketed as a sustainable alternative to air traffic. According to the International Union of Railways, the high speed train “plays a key role in a stage of sustainable development and combating climate change.” As a regular long-distance train traveller in Europe, I have to say that the opposite is true. High speed rail is destroying the most valuable alternative to the airplane; the “low speed” rail network that has been in service for decades.


    The introduction of a high speed train connection invariably accompanies the elimination of a slightly slower, but much more affordable, alternative route, forcing passengers to use the new and more expensive product, or abandon the train altogether. As a result, business people switch from full-service planes to high speed trains, while the majority of Europeans are pushed into cars, coaches and low-cost airplanes.


    A look at European railway history shows that the choice for the elite high speed train is far from necessary. Earlier efforts to organize speedy international rail services in Europe accompanied affordable prices and different ways to increase the speed and comfort of a rail trip. Quite a few of these services were even faster than today’s high speed trains.


    Not Flying


    Five years ago I promised my readers I would not fly anymore. Hopping on a plane would be a hypocritical thing to do when you run a publication called Low-tech Magazine. Since then, I have been travelling across Europe almost exlusively by train (apart from the occasional boat trip), good for some 70,000 km of long-distance travel. I went as far north as Helsinki, as far south as Málaga, and as far east as Budapest. Europe has the most amazing railway network in the world. It gets you anywhere, anytime, and it’s much more fun and interesting to travel by train than by air.


    However, this is not the time to get lyrical about the pleasures of long-distance train travel. Every year, it becomes harder to keep my promise, and the advance of the high speed train is to blame. As more and more reliable train routes are shut down in favour of high speed lines, international train travel becomes prohibitively expensive. Strangely enough, many of these abolished routes are almost as fast, and sometimes even faster, than the new, expensive high speed connections.


    As an example, let’s have a look at the route which I cover most often: from Barcelona, Spain (where I live) to the Netherlands and Belgium (where I grew up). It is now possible to travel all the way from Barcelona to Amsterdam by high speed train, a trip of 1,700 km. The final link between Barcelona and the French border was inaugurated December 15, 2013. Great news, you would think.


    Paris–Brussels–Amsterdam


    The section between Paris and Amsterdam is a busy trajectory with a long history. The first direct train between Paris and Amsterdam was established in 1927. The Étoile du Nord, a train operated by the Belgian Compagnie Internationale des Wagon-Lits, covered the 545 km long route in about eight hours. There was one train per day in each direction. [1]


    During the subsequent decades, the rolling stock was modernised, the capacity of the line was extended with extra trains, and the length of the journey was gradually reduced. By 1957, travel time had been shortened to five and a half hours, by 1971 it was five hours, and in 1995, the last year of its operation, the train did the trip in four hours and 20 minutes. At that time, the route was also covered by a night train which took eight hours.


    In 1996, the Étoile du Nord was retired and replaced by a high speed train which is still running today: the Thalys. It takes another, somewhat longer route via Lille. By 2011, when the whole section was equipped with new high speed track, the travel time of the Thalys had come down to 3h19, about one hour faster than the 1995 Étoile du Nord. Some years after the arrival of the high speed service, the direct night train between Paris and Amsterdam was also abolished.


    The relatively modest time gain of the Thalys has a steep price. The fare for the Étoile du Nord was a fixed amount calculated according to a rate per kilometer. Converted to the current kilometer charges of the Belgian, French and Dutch railways, a single ticket Paris-Amsterdam over the same route would now cost 66 euro, regardless of whether you buy it two months in advance or right before you leave.


    The fare for the Thalys, on the other hand, is determined by market demand and booking time. If you order well in advance and if your departure time is not fixed, you might get a single ticket for as little as €44—two thirds of the kilometer rate. These heavily advertised prices, however, are the exception rather than the rule. If you buy a single ticket the day of your departure, you pay €206, almost five times as much. Most tickets, even if ordered two or three weeks in advance, cost €119 or €129—almost three times as much as the widely promoted fares. [2] In marketing, this pricing strategy is called “reducing perceived ticket costs.” [3] [4]


    Killing the Alternatives


    The Thalys is two to three times as expensive as the Étoile du Nord, while it’s only 25 percent faster. For most people, the time gained by taking the high speed train is not worth the extra cost. However, since the Étoile du Nord has vanished, they are left no other choice than to pay more when they want to travel by train.


    You can still travel cheaply by low speed train between Paris and Amsterdam—over the same route that was covered by the Étoile du Nord. But you have to be very patient: the trip takes 7 to 8 hours and you have to switch trains 5 to 6 times (Paris–Maubeuge–Jeumont–Erquelinnes–Charleroi–Brussels–Amsterdam). A one-way trip costs €66, half the price of the most common fare of the Thalys.


    It’s an adventure, not a regular train ride. And it’s become even more unpredictable since December 2012, when the train service between Jeumont (the French border town) and Erquelinnes (the Belgian border town) was suspended. The trip now includes a 30 minute walk or a 10 minute bus ride across the border. This is why the route doesn’t show up on online route planners. I only discovered it after I learned about the existence of the Étoile du Nord and started following its itinerary.


    There is another alternative route between Paris and Amsterdam, which consists of a combination of regional trains following more or less the same trajectory as the Thalys (Paris–Amiens–Lille–Courtrai–Brussels–Amsterdam), but it’s more expensive (€99) and only marginally faster.


    Quite surprisingly, those who want to avoid the high costs associated with the high speed train between Paris and Amsterdam are much worse off today than people were in 1927, when the trip also took eight hours, but there was no need to switch trains or walk across the border. [5]


    Barcelona–Paris


    The Thalys is not an isolated case. The completion of the last link in the high speed line between Barcelona and Paris on December 15, 2013, had a predictable consequence: the abolishment of the direct night train between both cities, the Trenhotel Joan Miró. This very popular train ran daily in both directions and covered the distance in about 12 hours, leaving around 20h30 in evening and arriving around 08h30 in morning. It was introduced in 1974, and received its present name and rolling stock in 1991.


    Again, this is not the time to marvel about the comfortable cabins, the linen table clothing in the dining car, or the many friends I have made on this trip. Let’s just look at the numbers. The fare for a one-way trip on the Trenhotel Joan Miró was between €70 (ordered more than two weeks in advance) and €140 euro (ordered shortly before departure). The standard fare on the new high speed train covering the same trajectory is €170, up to twice as much. As with the Thalys, heavily advertised cheaper fares (€59 euro) are available for early bookers, but the availability of these tickets is very, very limited.


    At first sight, it seems that you get something valuable in return for this steep price: a travel time of slightly over six hours. However, numbers don’t tell the whole story here. On a night train, passengers sleep about seven to eight hours, which brings the perceived travel time back to between four and five hours—faster than the high speed train. Furthermore, the night train meant you arrived in Paris or Barcelona in the early morning, which can be very practical. If you want to arrive early morning by high speed train, you need to take a train the day before and book a hotel, increasing the overall cost.


    For die-hard idiots like me, there are still cheaper options available. You can take a regional train from Barcelona to the French border, either going straight over the Pyrenees (via Latour de Carol-Enveitg) or alongside the coast (via Cerbère-Portbou). From these border stations, you can hop on a domestic night train to Paris—in spite of its extensive high speed network, France still has some domestic night trains. A one-way trip costs about €70 to €140, corresponding with the fare of the abolished Trenhotel. However, this is cold comfort as the trip takes close to 16 hours and requires an extra change. And forget all the comfort and extras that came with the Trenhotel: you sleep in a cabin with six instead of four beds, and there isn’t even a drinking fountain onboard, let alone a bar or a restaurant.


    In summary, as of 2014, a round trip between Barcelona and Amsterdam will set me back at least €580 at standard fare. In 2013, a combination of the now suspended Trenhotel and the Thalys allowed me to travel back and forth by train for a minimum standard fare of €360. And in the early 1990s, combining the Étoile du Nord and the Trenhotel would have allowed me to make the trip for a minimum of €270 euro (calculated at today’s kilometer rate). The price has doubled, while the travel time remained more or less the same.


    Let’s go East!


    The worst is yet to come, though. The high speed line between Paris and Barcelona has also cut off my gateway to Central and Eastern Europe. Contrary to the “slow” train route that goes over the mountains and then heads straight to Paris, the high speed track does a sharp turn to the right, heading towards Narbonne and Montpellier in the south of France before setting course to Paris. If I want to go to Italy, Switzerland, Austria or beyond, I have to go in the same direction.


    The completion of the high speed track between Montpellier and the Spanish border in 2010 led to the suspension of three “slow” trains. The first was the Catalan Talgo, a direct train that had run between Barcelona and Montpellier since 1969. In fact, it originally operated between Barcelona and Geneva in Switzerland, but the route was shortened when the high speed line between Montpellier and Geneva was opened in 1994.


    I felt lucky to be travelling on this train, which still used the original rolling stock from 1969. But, again, this is not the time for nostalgia. Look at the numbers. The original Catalan Talgo, running between Barcelona and Geneva until 1994, completed the journey in 10 hours. My only option when travelling to Geneva now involves a combination of three high speed trains and a regional train with a total travel time of eight to ten hours—just as fast as the Catalan Talgo in the 1970s, but that was direct. The train itself may have been in need of an upgrade, but the direct connection clearly wasn’t.


    The two other trains were abolished in December 2012. These were night trains: the Trenhotel Pau Casals, which ran between Barcelona and Zürich (Switzerland), and the Trenhotel Salvador Dalì, which connected Barcelona and Milan (Italy). They each took about 13 hours to complete their journey, leaving around 20h30 in evening and arriving at 10h00 in morning. The only way to reach Zürich now is through a combination of at least two high speed trains that take 11 hours. The only way to get to Milan is now through a combination of two high speed trains and a regional train with a total travel time of over 12 hours.


    A trip from Barcelona to Switzerland or Italy now takes longer than before the installation of the high speed train. In spite of this, fares on the route have more than doubled. This is why I started thinking about doing my next trip by bicycle.


    High Speed Trains are Not Sustainable


    Despite its supposed efficiency, the high speed train will not make my travels any more sustainable. Passengers who switch from low speed trains to high speed trains, like I have to do now, increase energy use and carbon emissions. However, most Europeans aren’t like me. If they travel between Amsterdam and Barcelona, they take a plane. If we are to believe the European Union, who has made the high speed train a key element in its strategy to make long-distance transportation less energy and carbon-intensive, passengers who now take planes will switch to high speed trains.


    However, if you compare the ticket prices, it’s obvious that this won’t happen. You can fly back and forth between Barcelona and Amsterdam with a low-cost airline for €100 if you book one to two weeks in advance, and for about €200 if you buy the ticket on the day of departure. [6] That’s compared to €580 for what the journey would cost you if you would take the high speed train. Furthermore, the flight only takes about two hours. Flying has become so cheap in Europe that it’s now cheaper to live in Barcelona and commute by plane each day, than to live and work in London. [7]


    Historically, train fares have always been lower than air fares. The arrival of high speed trains and low-cost airlines in the 1990s has inverted this. Rich and poor have simply swapped travel modes: the masses are now travelling by plane, while the elite take the train. Since there are less rich Europeans, this obviously won’t bring any energy savings or reductions in carbon emissions.


    High speed trains share a fundamental problem with almost all other “sustainable” high-tech solutions that are being marketed these days: they are way too expensive to become mainstream. This explains why installing 10,000 km of high speed train lines did not stop the growth of passenger air traffic in Europe. From 1993 to 2009, air traffic in Europe grew by an average of 3–5 percent per year. It is estimated to grow by another 50 percent from 2012 to 2030 in spite of the present economic downturn and the 20,000 km of high speed lines that still need to be built. [8]


    Modal Shift


    The difference in ticket prices between low-cost airlines and high speed trains is so large that it is impossible to achieve a significant modal shift from planes to trains. Nevertheless, both the European Union and the International Union of Railways have published many reports showing that people are switching from planes to trains, saving energy and carbon emissions. How can that be? Because these reports are flawed.


    Granted, on many routes where high speed trains have been introduced, air traffic has diminished significantly. In general, when high speed rail offers a journey time of three hours or less, it attracts at least 60 percent of the combined air and rail market. On some routes, such as the Brussels-Paris and Cologne-Frankfurt, air traffic has disappeared completely. [1]


    Based on these figures, the advocates of sustainable high speed trains conclude that the reduction in energy use and carbon emissions equals the flights that have been “avoided,” minus the (lower) energy consumption and emissions generated by high speed trains. This is a tempting conclusion, but once you start looking who is on those trains and why, things are not what they seem.


    First of all, passengers who switch from planes to high speed rail are not switching from low-cost airlines to high speed trains — as you would suspect by comparing the fares. The most important substitution effects are those by passengers travelling with traditional air companies, which have similar fares as high speed trains. [2] However, low-cost airlines are responsible for the growth of air traffic and the increase of energy use and emissions.


    High Speed Trains Fuel Air Traffic


    Secondly, the studies that claim an ecological advantage for high speed trains ignore the extra traffic being generated by such trains. On one hand, high speed trains induce new demand for train travel. Between 30 and 50 percent of the trips on a high speed train are due to new demand. [23] These are all trips that would not have been undertaken if the high speed train would not exist. These travels do not replace a plane or car trip and consequently don’t save energy and emissions.


    Not surprisingly, this new demand is largely coming from affluent customers. While part of the demand is from tourists, a much larger part is business related. A study of the high speed line between Rome and Naples in Italy shows that on weekdays almost 60 percent of new demand is due to business trips. [3] Another 6 percent corresponds to people that have moved their residence from Rome to Naples and started to commute every day — and that was only one year after the line was opened.


    On the other hand, high speed trains also generate more air traffic. A study of 56 airports and 28 cities in the UK, France, Spain, Italy and Germany between 1990 and 2010 shows that in most of these airports and cities air traffic has kept growing despite the presence of extensive high speed train lines. [4] A significant part of this extra traffic is prompted by high speed trains. The study observes that short haul flights have indeed decreased. However, at the same time, medium and long-haul flights (within Europe) have increased. This is because high speed rail allows airports to run more long-distance flights, which are more profitable for airlines.


    In other words, by alleviating the congestion at airports, the high-speed train helps to pave the way for the growth of low-cost airlines. [14] Air traffic between Paris and Brussels, and between Cologne and Frankfurt has disappeared completely because airlines have agreed to use trains instead of planes to serve main airport hubs. According to Deutsche Bahn, the German national railway operator, two-thirds of passengers on the high speed train between Cologne and Frankfurt are either coming from or going to the airport. [1] However, their longer flight might not have been possible without the high speed train.


    Towards a Truly Sustainable Transportation System


    In conclusion, affluent customers switch from (expensive) planes to (expensive) trains, at least for medium distances where the train is faster, or as fast, as a plane. All other people choose low-cost airlines for longer distances, and cars or busses for medium distances where affordable train travel isn’t an option anymore. They generally only travel on high speed trains when they are on their way to an airport to catch a long-distance flight, or when they can get hold of a cheap fare. Lastly, almost nobody chooses high speed rail when the travel time is over five hours, not even those who can afford the ticket.


    If Europe wants to make its long-distance transportation more sustainable, it has no other choice than to limit the growth of air traffic in a direct way. Such a measure should accompany a more affordable railway system, like the one that is now being dismantled, or long-distance travel will become a privilege of the rich. The tracks are still there, so this could be done in no time.


    High Speed Rail in the 1950s


    It’s enlightening to look at the present European focus on high speed trains in the context of railway history. It’s not the first time that smooth international railway traffic has been reserved for the elite. The high speed train is the latest in a long history of European luxury trains aimed at business travellers, which seem to appear whenever the economy is booming, and disappear when good times are over.


    Only the rich could afford the luxurious Pullman trains that appeared on European railways in the 1920s. [5] These trains only carried first class cars. The original Étoile du Nord, the first direct connection between Paris and Amsterdam, was one of these trains.


    Pullman trains started taking second class coaches during the economic downturn in the 1930s, after which the Pullman heritage withered. The economic crisis of that time tipped the balance to more affordable international train travel, and it would stay like that for almost thirty years.


    At the end of the 1950s, elite trains made a comeback. In 1957, the direct train connection between Paris and Amsterdam was modernized in the context of the Trans Europ Express (TEE) project, which was aimed at travellers on business. TEE trains only took first class cars and the fares were higher than the kilometer charges for first class travel on normal trains.


    TEE was an answer to the growing competition from airplanes, which were at that time exclusively used by rich people. The similarities with today’s high speed trains are striking — TEE was marketed as a “plane on wheels.” Faster trains were introduced (with top speeds over 140 km/h) and travel distances were mostly under 500 km. At its peak in 1974–1975, the TEE network consisted of 31 routes, stretching from Copenhagen to Barcelona and from Amsterdam to Sicily. [6]


    High Speed Trains for Everybody: EuroCity


    At the end of the 1970s, air travel had become faster and more comfortable with the introduction of the jet engine. Business people switched to planes again. Losing their affluent customers, the railways reverted to affordable international trains — planes were still too expensive for the masses. There was, however, strong competition from road transport. Thousands of kilometers of motorways had been built and the car had become the main long-distance transport means for the majority of Europeans.


    TEE trains were equipped with second class carriages, a trend which eventually culminated in the EuroCity project, which was launched in 1987. EuroCity trains were as fast as TEE trains, but they carried mostly second-class coaches and the price of a ticket was again based on the regular kilometer fares. From the start, EuroCity offered 64 pairs of international trains with 50,000 daily seats, connecting 200 cities in 13 countries. [6]


    EuroCity accompanied an extensive network of night trains (EuroNight), and together they formed a sustainable and efficient transport system that was probably the best that Europe ever had. The Étoile du Nord that connected Paris and Amsterdam until 1995 and covered the route in just 4h20 was a EuroCity train, and the night train that covered the trajectory was a EuroNight. The Catalan Talgo was a EuroCity train, and the Trenhotels fitted the EuroNight class.


    The 1996/97 version of the Thomas Cook Guide to European Night Trains [7] lists a total of more than one hundred international night trains in Europe, and another one hundred domestic night trains. Western Europe has axed most of them in recent years. Some examples: From the 21 night trains leaving from Belgium in 1997, heading as far as Moscow, not one remains. From the 36 domestic overnight trains in Spain, only eight remain. Understandably, the yearly Guide to European Night Trains has ceased publication.


    What Makes a Train Affordable?


    EuroCity and EuroNight trains still run in Central and Eastern Europe, with the result that fast international trains are still available for fixed, affordable prices. The great advantage of EuroCity and EuroNight trains is that they do not require a unique railway infrastructure, which makes them far less costly to initiate. Furthermore, they are cheaper to operate than high speed trains. This allows for more affordable ticket prices, and it also means that the network can be extended at a faster pace.


    Of course, if more people travel by low speed train, the infrastructure will have to be extended. But building low speed rail is much cheaper than building high speed rail, which costs an average of 18 million euro per km, excluding planning and land acquisition costs. [2] High speed trains often run on newly built dedicated high speed tracks that allow higher speeds through the use of wider curves, less steep grades, more powerful electrification systems and different branching systems. Logically, these high investment costs, combined with higher operating costs, lead to higher ticket prices, and to the abolishment of alternative routes that might compromise the economic viability of a new high speed line. [8]


    Much more (public) money will be needed to complete the European high speed rail system: of the 30,750 km of high speed lines planned for 2030, only 10,000 km has been built. [1] Naturally, the high investment costs also have a negative effect on the maintenance of the domestic low speed network. The local and regional rail infrastructure, which carries many more passengers than high speed rail, is greatly underfunded in many European countries with high speed trains. Rolling stock is outdated, services are reduced, delays are frequent and accidents are on the rise. [9]


    What Makes a Train Fast?


    Obviously, limiting the growth of low-cost airlines would decrease the ability for affordable air travel — that’s the price we need to pay for sustainability. But, as we have seen, a network of “low speed trains” would not be significantly slower than a continental network of high speed trains.


    The top speed of a train is only one of many factors that influences travel time. European high speed trains reach top speeds of 250 to 350 km/h, but their average speed is much lower. For example, the average speed of the Thalys between Paris and Amsterdam is below 170 km/h. This is well within reach of “slow” EuroCity and EuroNight trains, which can reach speeds of 200 km/h.


    The speed of many high speed trains is limited due to, for example, their proximity to densely urbanized areas (to ease the impact of noise and minimise the risk of accidents), the existence of viaducts or tunnels (where speed must be reduced to 160–180 km/h for safety reasons), or the need to climb steeper grades (and when steeper grades are avoided, this often results in considerably longer routes, which is the case for the whole corridor Barcelona-Paris-Brussels). [2]


    In many European countries, high speed trains are combined with normal rail traffic on some sections of their route: only 6,000 km of the 10,000 km of high speed lines is dedicated high speed track. Sharing infrastructure with slower trains decreases capital costs, but also brings down speed. [1] [10]


    On the other hand, EuroCity trains have to meet several criteria to shorten travel time, and many of these are also applicable to high speed trains. For example, the trains only stop in important cities, turnover time in stations is less than five minutes, border control happens on-board, and the trains are given priority over other trains in order to comply with timetables. These are all factors that influence travel time as much as the speed of the train.


    High Speed Night Trains


    Even on routes where high speed trains are significantly faster than normal trains — such as between Barcelona and Paris — they are still slower than the night trains that covered the same distance, at least when we look at perceived travel time. Because time flies when you are under the covers, the night train is the ultimate low-tech alternative for the high speed train.


    Of course, high speed trains could also introduce night services. A few months ago, the International Union of Railways — who has a clear bias towards high speed trains — published a study about high speed night trains, investigating the potential for operating night train service on high speed lines using high speed rolling stock. [11] One such a train already exists in China. “Very Long Distance Trains” could provide night train service on corridors over 2,000 km long. For example, you could board a train in Barcelona and wake up in Hamburg the next morning.


    However, in Europe, with its fragmented railspace, operating such night trains would be a costly affair. On most routes, the fare would be about €700 for a single ticket just to cover the operating costs of the trip, as calculated by the International Union of Railways. A single ticket for a low-cost flight from Barcelona to Hamburg costs €75 (ordered up to 3 weeks in advance) to €130 (ordered one day before departure). [12] Using a combination of low speed trains, the trip previously could have been done in a night and a day for less than €200.


    Anti-Progress?


    Of course, the high speed train is a very comfortable way to travel. The question, however, is not whether we like the idea of a high speed train network, but whether or not we can afford it. Spending billions of tax money on a transportation network that excludes the majority of the population from using it might not be a sound investment.


    A 2009 study by Spanish researchers analysing the economic impact of high speed rail in Europe [2] puts it this way:


    Building, maintaining and operating high speed rail may substantially compromise both the transport policy of a country and the development of its transport sector for decades... An exhaustive revision of the specific economic literature shows that the research effort devoted to the economic analysis of investing in high speed railways is almost insignificant... It deserves a closer look, well beyond the technological hype and the demand figures… Deciding to reject the construction of a high speed rail line is not necessarily a position against progress.


    In less than 10 years, Spain has built the most extensive high speed rail network in Europe. Today, the country is virtually broke and can hardly afford to keep its trains running. ←
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        The Étoile du Nord Paris-Amsterdam (1927-1995). Image by Jean-Pierre Vergez-Larrouy (CC BY-SA 3.0).
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        The night train Pau Casals (Zürich-Barcelona), which was operated from 1989 to 2012. Image by NA (CC BY-SA 3.0).
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        High Speed Trains in Málaga, Spain. Image by Kris De Decker.
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        A TEE train in the Transport Museum in Nürnberg, Germany. Image by Jürgen Heegmann (CC ­BY-SA 3.0).
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        The Trans Europe Express (TEE) network at its maximum extent (1974). Illustration by Matsukaze (CC BY-SA 3.0), Wikipedia Commons.
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        Erquelinnes station (1852-2012). Don’t forget your walking shoes. Image by Kris De Decker.
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        On the night train Madrid-Portbou. Image by Kris De Decker.
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    Power from the Tap: Water Motors


    


    In the nineteenth century, miniature water turbines were connected to the tap and could power any machine that is now driven by electricity.


    Few people in the western world realize that they have an extra power source available in their household, workshop or factory: tap water. Just before the arrival of electricity at the end of the nineteenth century, water motors were widely used in Europe and America. These miniature water turbines were connected to the tap and could power any machine that is now driven by electricity.


    Power from the Tap


    Water has been the main inanimate source of mechanical power from antiquity right up to the beginning of the twentieth century. Although most water wheels were located at the banks of the river (or in the river itself), some were set up at considerable distances from a water source. This was made possible by the introduction of hydraulic power transmission — the process by which water from a stream is led through artificial watercourses to water wheels built on the land.


    To support hydraulic power transmission, man-made channels (“power canals” or “aqueducts”) could be dug into the earth or carved out of the rocks (“ditches”). They could also be elevated structures whose walls were raised above the surrounding terrain (“flumes”). Water reservoirs formed by dams could be integrated into these power transmission networks, regulating water flow, providing power storage for times when water was running low, and increasing the “head” or fall of water for a vertical overshot water wheel. The use of power canals increased throughout the medieval period and became widespread during the 1500s.


    In the mid-nineteenth century, many European and American cities introduced a more sophisticated water distribution system: the public water supply. Although this introduction was an answer to health concerns (it had become clear that reoccurring epidemics were the consequence of drinking contaminated water), it became quickly obvious that the potable water sent through the pipelines of the public water supply could also provide motive power.


    Waterwheels were still the most important source of mechanical power in the early days of public water mains. Most European and American cities had running water before they had electricity, so there was a market for a compact power source that could be used in the city, as an alternative to steam engines (which were too expensive, too dangerous and too unpractical to operate on a small-scale) or hand and foot powered machines.


    The town mains were no different from the hydraulic power transmission systems built in earlier times. In public water supply systems, traditional reliance on geological features as a head for the hydropower cycle is replaced by the use of a water tower. Water is pumped into an elevated reservoir, which could be on a hill or on top of a specially built water tower (a combination of both is also possible).


    The height differential between the water level in the reservoir and the water level in the mains determines the pressure of the water. For every 10.20 cm of elevation, a water column produces 0.145 psi (pounds per square inch) of pressure. To produce 70 psi of pressure at street level, a water tower must be 50 m tall.


    In the town mains, the role of the aqueducts or power canals is taken over by a much more intricate network of pipelines. This prevents debris from entering the water and makes uphill water transport easier. Water piping technology was used in some ancient civilizations, but the nineteenth-century systems introduced some lasting innovations.


    First of all, thanks to the screw type tap (which was patented in 1845), the water supply could be easily regulated. Second, the water could be further distributed inside individual buildings, often reaching multiple rooms at several floors. At any of these spots, all you had to do to receive motive power from the town mains was to connect a small water turbine to the tap. This is exactly what happened.


    Water Powered Household Devices


    In Europe, small motors using the public water supply appeared in the 1840s. In the US, they came into extensive use in the 1870s and 1880s. A water motor consisted of a small water turbine that was suspended in a metal casing. The diameter of the turbine runner could be anywhere between from 20 to 90 cm.


    The smallest water motors were used to run sewing machines, jigsaws, fans, and other similarly mechanized items. The somewhat larger water motors were recommended for operating coffee grinders, ice cream freezers, jeweler’s and locksmith’s lathes, grindstones, church organs, or drug and paint mills. The largest water motors were used to run elevators or circular saws. In water powered washing machines, the water that was needed to wash the clothes was capable of providing power to the machine simultaneously.


    Water motors operated machinery by means of a mechanical power transmission, similar to old-fashioned wind, water, and pedal powered machines from that era. The shaft of the water turbine was either equipped with a belt pulley to which different machines could be attached, or it drove one machine directly.


    At the end of the nineteenth century, water motors were also used to power electrical devices, especially radios and light bulbs. In this case, the water motor drove a dynamo that produced electricity on the spot. Compact units consisting of a small water turbine directly coupled to a dynamo were commercially available.


    Output and Efficiency of a Water Motor


    Most water turbines derived pressure by extracting energy from the impulse of moving water as opposed to generating energy via weight, as was the case with most water wheels and some other water turbines. A major innovation was the Pelton wheel, which was invented in 1878.


    This water turbine consists of a series of cups fastened at equal intervals around the periphery of a circular disc (the “runner”). The water enters the casing through an inlet pipe, where it is forced through a nozzle which reduces its volume and increases its velocity, after which it is directed to the cups. By changing the nozzle which influences this fluxuation in pressure, the power obtained from a wheel could vary. The exhaust water is dropped out of the bottom of the casing, or led away by an outlet pipe.


    The Pelton turbine is especially well suited for use in combination with the town mains, due to the fact that it requires a high head and a low water flow. A Pelton wheel is up to 90 percent efficient, which is comparable to the efficiency of a large, modern electric motor. Unlike steam engines, electric motors, and most other water turbines, which become less efficient as they become smaller, the efficiency of a Pelton wheel is not dependent on its size, which makes it especially attractive for smaller powers.


    Water turbines (such as the Pelton wheel) are much more compact than water wheels, which makes that a small motor can deliver more energy than one would suspect. The maximum power output of a water motor is determined by two factors. The first is the prevailing water pressure and the second is the water flow rate, which is defined by the pipe diameter and the velocity of the water. The latter factor is rather fixed for narrow pipes, because at velocities above 8 km/h friction becomes problematic.


    Water pressure in the town mains is typically between 40 and 70 psi (2.75 to 4.8 bar), and was closer to 70 psi in the nineteenth century. With a water pressure of 70 psi and a pipe diameter of 1.25 cm (a typical size for individual branch lines running to the taps), the maximum power output of a water motor is 0.33 horse power (or 243 watts of mechanical power). Even after you take into account the efficiency loss in the motor, this is quite a lot of power: Two to three times as much as a human operating a pedal powered machine can sustain for an hour or longer.


    Water Use


    Water motors supplied a need almost entirely unmatched by other new motors from that time, and they exploited a source of energy readily available from centralized systems already built in most urban areas. However, at least in the United States, their succes was short-lived. When electric motors and gasoline engines became available, the water motor lost its attraction. In 1900, the amount of water motors in the US (an estimated 30,000 motors aggregating 26,000 horse power) was about one-fifth of the amount of gasoline engines and one-tenth of the amount of electric motors.


    The main drawback of water motors was their very high use of potable water. Using a 1.25 cm diameter pipe and a pressure of 70 psi, a water motor consumed 30 liters of water per minute for a power output of 243 watts. This means that it took 7,440 liters of water to produce 1 kWh of mechanical energy. To give an idea: People today in the west consume less than 500 liters of potable water per day, and they consume at least 5 kWh of electric energy per day.


    If the water pressure dropped below 70 psi, a water motor’s power output decreased with it, while potable water consumption remained the same. The minimum pressure in the public water supply was (and still is) 20 psi (1.4 bar). Below that value, there is a risk of contamination because polluted water could enter the mains through leaks in the pipes.


    If you were unlucky and you got a water pressure of just 20 psi, motor output would have been limited to a much less impressive 0.09 hp (67 watt). You could have chosen to restore the power output by increasing the pipe diameter, but that would have further increased the consumption of potable water.


    There are many reasons why the water pressure in the town mains could be lower than 70 psi: adoption of a lower water pressure by a company, leaks in the pipelines, structural location of consumer residences in relation to the water tower, or use of a water motor on a higher floor. Water pressure drops by 10 psi per mile of pipeline. Water pressure is generally higher when it enters the house than when it comes out of the tap: It will decrease with every bend in the pipelines, and about 5 psi of pressure is lost each time you go up one floor.


    Irregular Water Pressure


    Water consumption was further increased by the irregularity of the water pressure. The use of a water tower is advantageous from an energy efficiency viewpoint, because you can create water pressure with low capacity pumps. The pumps only have to meet average demand. A higher than average demand (for instance, when everybody takes a shower in morning) can be dealt with by a decreasing water level in the tower. The reservoir will be filled again when demand is lower than average (mostly at night).


    On the other hand, if you choose to create water pressure by pumping water directly into the mains (a modern approach that is gaining popularity), you need high capacity pumps that can meet peak demand, and they will be running inefficiently most of the time.


    Irregular water pressure is not a problem for the distribution of potable water, but it is very disadvantageous for the use of water motors. If the water level in the tower decreases, so will the water pressure in the pipes. To insure enough motor output in the event of lower water pressures, water motors had to be larger and use larger diameter pipes than strictly necessary, further increasing the use of water, and wasting energy. Irregular water pressures lower the energetic efficiency of a water motor because it achieves its highest efficiency only when it is optimally adjusted to the prevailing water pressure.


    In Search of a Better Solution: the Hydraulic Accumulator


    As we have mentioned before, the maximum power output by a water motor is determined by two factors: Water pressure and water flow. Increasing the pipe diameter (and thus the flow rate and water use) is only one way to increase the power capacity of a water motor. The other way is to increase the water pressure, which yields much more interesting results. For example, we could produce much more energy with much less water.


    With a water pressure of 700 psi (48 bar), which equates to ten times the pressure in the public mains, a water motor connected to a 1.25 cm pipe could produce a power output of 3.3 horse power (or 2,500 watts of mechanical energy). That’s ten times more power for the same 30 liters of water per minute (or ten times less water use for the same power). To create a water pressure of 700 psi, it would be mandatory to build a water tower of almost 500 meters tall. Unfortunately, this is not practical to build.


    While the use of water motors in the US came to an end early in the twentieth century, the Europeans found a solution for the high water use of water motors and took hydraulic power transmission one step further. Firstly, they set up special power networks which distributed water under pressure for motive power purposes only. This eliminated the need to use potable water. Secondly, Europe switched to a much higher (and regular) water pressure, which was made possible by the invention of the hydraulic accumulator (see “Power Water Networks”). ←
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        A 1906 advertisement for a typical American water motor. Museum of Retrotechnology.
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        A home made water motor, 1904. Museum of Retrotechnology.
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        A water motor, 1912. Popular Mechanics. Museum of Retrotechnology.
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        A hydraulic dynamo. Museum of Retrotechnology.
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        A water-powered sewing machine. From Knight’s American Dictionary (1881).
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        A water-powered fan. Museum of Retrotechnology.
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        A water-powered potatoe peeler, 1960s. Museum of Retrotechnology.
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        The Washerette: a water-powered washing machine. By using a small water wheel, the water that is needed to wash the clothes also serves to power the machine. Museum of Retrotechnology.
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    Back to Basics: Direct Hydropower


    


    The hydro power installations in use today are less energy efficient than those of earlier centuries.


    All hydropower plants today produce electricity. Transforming energy to electricity seems to be the only way to harness water power, but it is not. For almost two thousand years, water wheels powered machines directly via mechanical transmission.


    Some small direct hydro powered systems in South America present a strong case for combining the use of modern materials with old fashioned methods of water power mechanization.


    The higher efficiency of this approach means that less water is needed to produce a given amount of energy. This lowers the cost of hydropower and enables power to be produced by the use of very small streams.


    From Water Wheel to Turbine


    Throughout the course of history, the efficiency of water powered prime movers has steadily increased. Wooden water wheels, which appeared more than 2,000 years ago, converted a relatively small amount of water energy into mechanical power: The efficiency was 5 to 15 percent for an horizontal water wheel, 20 to 30 percent for a vertical undershot water wheel, and 50 to 60 percent for a vertical overshot water wheel. [1]


    Iron water wheels, which appeared in the late 18th century, had improved the efficiency rating of the vertical overshot wheel to 65 to 85 percent. [1] Water turbines, which were developed in the 19th century, and which are the water-powered prime movers that we still use today, generally convert over 85 percent of the kinetic energy inherent to the water source into mechanical power at the shaft of the turbine. [2]


    Water turbines are ten to twenty times more compact than water wheels for the same power output, an advantage that led to much cheaper and much more powerful prime movers. Turbines are more widely applicable than water wheels, because water wheels could not make efficient use of any head of water (the vertical distance travelled by the water) much greater than their own diameter. [1]


    Why Modern Hydro Power is Less Efficient


    In spite of these significant improvements, hydropower installations today are actually less efficient than those from earlier centuries. The culprit is electricity. Not long after the introduction of the water turbine, another change occured. Instead of using water-powered prime movers to run machinery directly (as had been the case for centuries), water turbines were (and still are) used to generate electricity. This modern approach has introduced an energy deficit that has nullified any progress behind hydropower design efficiency.


    In a modern hydropower installation, a water turbine converts the energy in the moving water into rotational energy at its shaft, which is then converted into electrical energy by the generator that is coupled to the turbine. Next, the electrical energy is converted back into rotational energy by the electric motor of the machine that is being powered. Every energy conversion introduces energy loss.


    This loss of energy occurs due to friction, which is observable as heat, vibration and noise. Friction occurs at all levels of electrical transmission: In the turbine, the generator, and the motor. Additional components such as batteries, drive systems and inverters can further increase efficiency losses.


    It is possible to calculate the efficiency rating for each modern hydropower unit by measuring the difference between turbine input and electric generator output. A home-sized hydropower plant generating AC electric power has a “water-to-wire” energy transfer of at best 60 to 70 percent. Smaller DC electric systems, which require inverters and generally have battery banks, have lower efficiencies of 40 to 60 percent. [3]


    Energy loss in the electric motors of the devices being powered is not included but should also be considered (“water-to-motor” efficiency). The efficacy of an electric motor can vary wildly­ — from less than 60 percent for small motors to more than 95 percent for large motors. On average, a hydro-electric power installation only converts about half of the energy available in water into useful work.


    This means that a small, modern hydropower plant has a similar efficiency rating to a centuries old configuration using a wooden vertical overshot water wheel (50–60 percent), and that this modern counterpart is considerably less efficient than the iron water wheels of the 18th century (65–85 percent).


    In an old fashioned hydropower installation, there was only one conversion of energy; A water wheel converted the energy inherent to the water source into rotational energy at its shaft. The same shaft also moved the machinery, so that the only source of significant energy loss occured in the water wheel itself. [4]


    Note that this is not the total efficiency of the hydropower installation: friction also occurs in the pipeline that feeds the water to the turbine. Most small hydropower systems don’t use dams. Instead, they divert a fraction of the water of a stream downhill through a pipe. The energy losses in the pipeline are the same for hydroelectric and direct hydropower installations. Therefore, for the purposes of our comparison, these power losses can be overlooked.


    Why Direct Hydropower Makes Sense


    There is one possible hydropower configuration in particular that deserves considerable attention: a water turbine directly powering machinery, without the intermediate step of generating electricity. Depending on the type of turbine used in such a system, the value that corresponds to the “water-to-motor” efficiency is roughly 80 to 95 percent. The implementation of this form of direct hydropower doubles the effectiveness of a small scale electric hydropower installation. [4]


    The higher efficiency of direct hydropower brings important advantages. If the intermediate step of generating electricity is bypassed, considerably more power can be gathered and utilized from a given head (the vertical distance travelled by the water) and water flow rate (the amount of water that runs down a stream). This advantage can be used to increase the energy production of an existing water power site. It also means that more potential water power sites become available, and that relatively small streams and rivers can be shared by several hydropower units.


    Because of its higher efficiency a direct hydropower system is also cheaper than a hydroelectric power system. Less water is needed to produce a given amount of power, which means that all components of the installation are reduced in size, cost, and other resources. For instance, less civil engineering is required. Water can be carried to the turbine by low cost, low pressure, easily transportable, flexible, plastic tubes that are small in diameter as opposed to the rigid, large diameter penstocks common to electric hydropower plants. The flexible connections between the pressure pipe and turbine also simplify installation.


    Last but not least, the higher efficiency of direct hydropower limits the ecological impact of a water power site. Maintaining enough water in the power source for aquatic life to thrive is a cornerstone of environmentally sound microhydropower production. This type of ecological sustainability is easier to achieve with direct hydropower because less water is required.


    Old-School Approach, Modern Materials


    Many NGO’s are introducing small hydropower systems in the developing world. Almost all of them are aimed at the production of electricity. However, there are a few exceptions to this standard practice. In 2007, a team from the Appalachian University in the US designed, built and installed a direct hydropowered coffee depulper in Nicaragua. According to a recent study in Energy for Sustainable Development, it has “performed flawlessly through five harvests.” [5]


    Much of the necessary energy for coffee harvesting and processing is provided by manual labor. One of the most tedious, labor intensive steps of coffee bean processing is depulping. In the past, the depulping process was restricted to a hand cranked machine, and would take all night to complete. Now, with the help of direct hydropower technologies, the depulping can be completed in two or three hours.


    The installation can deliver a maximum of 800 watt mechanical power with a head of 35 m and a water flow of 300 liters per minute. The material costs amounted to just $1900. For comparison, Practical Action states that, when using appropriate technologies, a small scale hydroelectric installation costs $1,800 to $6,000 per installed kilowatt. It takes about two kilowatts of mechanical power to produce one kilowatt of electric power, so that direct hydropower is at least twice as economically viable as a hydroelectric operation with the same rate of energy production.


    Precise Control


    The turbine used by the direct hydropowered coffee depulper is a commercially available Water Motor model 90 from Campo Nuevo in Bolivia. According to the manufacturer, the compact machine (16 × 16 × 32 cm) is “the only modern turbine designed to drive common machines directly with water power.” The turbine uses a 9 cm diameter Turgo type runner, which converts water power into mechanical power at 80 to 85 percent efficiency. It is suited for moderate to high head systems. The larger model 150 has a 15 cm diameter runner and produces about three times as much power.


    The water motor is as easy to control and adjust as an electric motor. It has a power switch that allows instant on/off control, which makes it practical to directly power machines which must be turned on and off many times during use. The mechanism works by deflection of the water from the runner, so that the force of the flow does not increase the pressure in the penstock.


    The power output of the turbine can be precisely adjusted. Like any other turbine of the impulse type, a Turgo runner is driven by high velocity jets of water. A manifold separates the water flow into four smaller tubes, with each stream leading to one of the four jets driving the turbine wheel.


    Each of the four nozzles has an individual valve to provide for a range of flows, so that the motor can be run on one to four jets at a time. Furthermore, the jets can be adjusted to various sizes. This mechanism makes it possible to precisely measure and adjust the power output of the motor and cater to seasonal variations in water flow.


    Direct Hydropowered Woodworking Unit


    At the Campo Nuevo demonstration site in the Andes, the water motor runs a large variety of machines, including a small woodworking unit (table saw, grinder, joiner, drill, abrasive disk), a cement mixer, and a grain mill. When mechanical power is not being used by any of these machines (for instance at night), the motor runs a generator which stores electric energy in batteries for lighting and other purposes. The water motor can also operate an air compressor to run air-powered tools. (In principle, it could also run a compressor from a refrigerator). [6]


    The water motor on the demonstration site delivers power similar to a 0.75 horse power (560 watt) electric motor at 1,450 rpm using a stream with a vertical fall of 18 m and an average water flow of 310 liters per minute. These conditions are less than ideal for a hydroelectric power site, but for direct hydropower the situation is perfect.


    A small storage tank attached to the direct hydropower unit even makes it possible to temporarily run more powerful machines. Since the operation of the table saw requires 500 liters of water per minute (which is often not available), the 6,000 liter storage tank was installed, measuring 2 × 2 × 1.5 m. It allows the table saw to run for 15 minutes continuously. This additional power output adds up over two hours of operating time over the course of a ten hour workday.


    All machines (including the generator and air compressor) are placed directly on or beside the turbine housing. These tools are attachable to (and driven by) the same belt. The water motor can only operate one machine at a time, since there is no distribution of energy. This works well in a workshop, because many tools and machines are used intermittently.


    The same configuration is used for the direct hydropowered coffee depulper in Nicaragua, which was described above. Coffee beans are harvested from December through February, and they must be depulped within 24 hours of picking. This processing constraint means that the depulper is only used at night for a small fraction of the year.


    Therefore, the direct hydropower installation is often available for other applications (such as running a saw, a drill, an air compressor, or an electric generator). Although the turbine that powers the coffee depulper can provide up to 800 watts of mechanical power, the coffee depulper itself uses only one fourth of that waterpower and one jet to deliver 200 watts for its operation.


    Upgrading Medieval Water Mills


    Will we see a rebirth of direct hydro power? Maybe, but the fact remains that this form of energy production has never disappeared. In some mountainous regions, there are still water wheels in operation that share similar design with the water mills so extensively used in medieval Europe. The rotating shaft directly drives machinery, most commonly found today as grain mills for flour production.


    In remote villages in Nepal, many farmers use all wooden traditional water mills to grind grain. About 25,000 to 30,000 of these are still in operation today. In Nepal, the goal is not to reintroduce direct hydropower, but to make sure that it stays. That is why the national NGO Central for Rural Technology Nepal (CRT/N) runs a program to upgrade these mills. The improved water wheels can grind grain more efficiently and have longer lifespans, which allows them to compete better with diesel powered mills.


    Basically, CRT/N upgrades medieval style water wheels to nineteenth-century style water wheels, by replacing key wooden parts such as the shaft and the runner with locally produced precision metal parts. The wooden penstock that delivers water to the mills is replaced by a high density polyethylene pipe which reduces leakage and other avoidable problems.


    CRT/N calls its technology the Improved Water Mill (IWM). Estimates suggest that grinding capacity of the upgraded mills has doubled, which corresponds neatly with the efficiency figures we introduced at the beginning of this article. The higher efficiency makes that less water is needed and that the mills can operate for longer periods of the year.


    Replacing Diesel Engines


    The NGO has upgraded 5,700 water mills from 1990 to 2009. Some of these upgrades (237 to be precise) also involved adapting water mills so that they can run other machines as well, such as oil presses, rice de-huskers, sawing machines, or an electric generator. To achieve this variability, a longer shaft is installed which disconnects the runner from the millstones. Instead of connecting to the millstones, the grinding shaft operates from the long shaft using a belt drive, allowing other machines to be operated by direct hydropower.


    While these upgraded water wheels do not achieve the high efficiency of direct hydropower installations using turbines, they are less expensive. Basic upgrades of a water mill cost $350, whilst the option of running multiple machines brings the total cost at $900 to $1,200. Thus, upgrading a traditional water mill is at least two times cheaper than installing a complete new, turbine driven direct hydropower system. In Nepal, improved water mills have even replaced some diesel powered grain mills, because they are less expensive to run and produce better quality flour.


    The water mill upgrade project is still ongoing. Similar but much smaller projects have been implemented by IT Power India, also in the Himalayas (70 upgraded mills at a cost of $200 each), and by SITMo in the Philippines (as part of a mostly electric hydro scheme).


    The Best of Both Worlds


    This plea for direct hydro does not imply that we should stop using electricity. Some things cannot be powered by mechanical energy, most importantly lighting and electronic equipment. Furthermore, many people in the developing world do not have access to electricity at all, forcing them to use unhealthy kerosene lamps instead.


    Rather, the examples described above show that it might be interesting to combine both methods. The best results would be obtained by a hydropower installation that produces mechanical power for operating machines, and stores electric power in batteries for lighting and other purposes when mechanical power is not required (for instance at night). Compared to a strictly mechanical system, it would offer important extra benefits. Compared to a merely electric system, it would deliver more power and be much more efficient. ←
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        Direct Hydro Power Coffee Depulper. Image by Brian W. Raichle.
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        Direct Hydro Power Coffee Depulper. Image by Brian W. Raichle.
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        The Campo Nuevo Watermotor model 150. Image by Campo Nuevo.
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        A set-up of a water motor running a table saw and generator. Image by Campo Nuevo.
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    The Mechanical Transmission of Power: Stangenkunst


    


    Long-distance power transmission predates the invention of electricity by almost four centuries.


    Long-distance power transmission predates the invention of electricity by almost four centuries. From the 1500s onwards, engineers developed mechanical power transmission and distribution technologies, called “Stangenkunsten,” that became ever more sophisticated.


    Networks of pivoted, wooden field rods conveyed power from water wheels in the valleys to mining machinery up the mountains over distances of up to 4 km, operating pumps and bellows, hoisting ores, and transporting miners up and down shafts.


    Later systems replaced wooden rods by steel cables. Many Stangenkunsten remained in use well into the twentieth century, long after the introduction of steam engines and electricity.


    Revival of the Mining Industry


    Electricity allows us to build power plants in distant locations because it is easy to transport using power transmission lines. Before the advent of electricity, however, the configuration for any wind or water-powered industrial process usually placed both the machinery and the power source in the same location.


    A mill not only housed the sails or the wheel, but also the machinery that it operated. The power generated by wind or water was transferred to the machinery over a very short distance via a set of wooden gears or cranks. This meant that factories and workshops using wind or water as an energy source could only be operated in locations were a mill was available.


    However, this was not always possible. Power production was especially problematic in the mining industry, since mines are situated in relation to mineral deposits, regardless of whether wind or water power is available. Mines needed mechanical energy for draining and ventilating mine shafts, for hauling up ores, for transporting miners, and for processing ores.


    European mining activity had declined substantially after the demise of the Roman Empire, but an urban revival at the turn of the millenium brought a revival of the mining industry along with it. New mines were discovered and exploited, most notably in Germany. The Rammelsberg mines in the Harz Mountains were opened in 968 AD, followed by the Freiberg mining field in the Ore Mountains (“Erzgebirge”) in 1168 AD. Silver, copper and lead were the most important products of these famous mines, which would remain active for many centuries.


    Initially, mining operations required relatively little energy, as ores were extracted from shallow depths. Hauling up the ores and draining the mine of unwanted water, if necessary, was done by means of human-powered machines. However, when the most easily accessible ore deposits became exhausted and miners were forced deeper underground, more powerful machines were needed.


    The Rammelsberg mines resorted to this in the twelfth and thirteenth centuries, with the Freiberg mines following in the fourteenth century. The main problem the mines faced was drainage: once you dig shafts and tunnels below groundwater level, flooding becomes a constant concern. Hauling up water to the surface requires more energy as the mine gets deeper, as does hauling up ores.


    One solution, already applied by Roman miners, was the construction of drainage adits. These gently sloping tunnels, which could be many kilometers long, connected the mine and a neighbouring valley. Excess water drained into the valleys by gravity alone. However, this only worked as long as the adit could be built above ground level. If miners dug deeper than the valley floor, the problem persisted. Initially, the solution lay in more efficient pumps and in substituting animal-powered lifting machines for human-powered lifting machines.


    However, horse whims were very expensive to operate and water-powered machines soon replaced them. (Wind power was not very practical for use in mining.) This implied, of course, that a running stream of water was available at the mine shaft. Most often, this was not the case.


    Solution One: Bring Water to the Mine


    The common method of sourcing water involved the construction of leats, derivation channels, tunnels and aqueducts. This solution also took care of energy storage by using dams and ponds. The Romans had done it before: one Roman gold mine in Spain Las Medulas used seven aqueducts, carved in the rocks, to tap water from local rivers. Starting in the late Middle Ages, ever more sophisticated water distribution networks were built.


    The water management infrastructure in the Freiberg mining field had some 50 km of covered ditches, connecting about a dozen large dams. Most of it was built in the sixteenth century, with further extensions in the eighteenth, nineteenth and early twentieth centuries — today, the system is used to supply drinking water to the city.


    The water management infrastructure in the Harz Mountains, the largest pre-industrial water management system ever built for mining operations, had more than 600 km of canals and more than 140 dams. Nearly all the infrastructure was built in the sixteenth and seventeenth centuries, with some further improvements added in the nineteenth century. By 1868, the system powered 200 waterwheels.


    Stangenkunst: Transporting Water Power Uphill


    However, these hydraulic engineering works only made sense when the waterwheels were lower than the river because gravity distributes the water. If the machinery was on a mountain and the river in a valley, quite common in mining operations, a means for energy to be transported uphill was necessary. It was in this context that mechanical power transmission originated during the 1500s. Power was transmitted from a waterwheel in a valley stream to machinery on a mountain by means of long lines of linked levers, rocking back and forth on pivots. This is how it worked:


    Wooden rods were hooked together lengthwise, extending from the waterwheel to the mine shaft. The rods were hung from wooden poles, set in the ground along their path at sufficiently close intervals to prevent any undue sag between the points of suspension. Wooden hangers that swung like pendulums were hooked to the top of the poles and to the rods, holding the line up and allowing it to swing back and forth in a reciprocating motion.


    Each swing bracket acted as a lateral guide and a support, so that side-wind pressures did not deflect the rods far from a straight line. Friction was reduced to a minimum by the attachment of a strip of wood, against which the swinger rubbed only if deflected from a straight line. The size of the timber used for the rod lines depended on the power to be transmitted. A crank was used to convert the circular motion of the waterwheel to a reciprocating motion that moved the rods back and forth — a mechanism that was already applied in Roman water-powered stone sawmills.


    The system became known as “Stangenkunst,” where “Stangen” can be translated as “rods” and “Kunst” refers to a mechanism. Mining nomenclature is largely German in origin, because it was especially German metallurgists who pioneered and exported more sophisticated mining technology from the 1500s onwards, leaving their mark on metal production in large parts of Europe.


    According to Graham Hollister-Short, one of the few historians who dedicated himself to the history of the Stangenkunst, the technology was probably invented in 1510 by Italian metallurgist Vanoccio Biringuccio, who designed a contraption that allowed a waterwheel to work the bellows at four separate forges at an ironworks. Though his system was used for distributing rather than transporting energy, some decades later the Germans applied the same approach to the transmission of mechanical energy over much longer distances.


    The first Stangenkunst was introduced in the Ore Mountains in 1550 and at the Harz Mountains in the 1560s. By about 1590, the Stangenkunst was introduced at the Kopparberg mines in Sweden, and by 1600 it had reached Italy, England and what is now Belgium. By 1700, the system was extensively used in North and Central European mines.


    Vertical Power Transmission


    The development of mechanical power transmission that followed the contours of the landscape, paralleled the development of a similar technology for vertical power transmission in mine shafts. These can only be understood in relation to each other.


    Ever deeper mineshafts required a new power source to operate pumps and hoisting machines, as well as new types of pumps and hoisting machines. During the course of the fifteenth century, two new drainage machines appeared that allowed for deeper mining below adit: the rag and chain pump (around 1430) and the bag hoist (around 1470). By the 1530s, however, the limits of these machines had been reached. In his treatise on mine-pumping machinery, Graham Hollister-Short writes:


    Rag and chain pumps could raise water no more than 80 meters, while bag hoists, able to manage about 150 meters, worked so slowly that only modest inflows could be handled. As extraction neared these limits, the prospect of enforced abandonment of mines on a large scale must have appeared alarmingly close.


    Under these circumstances, a new type of pumping machine appeared: the rod pumping engine. In this machine, water was transported upwards via a series of communicating suction pumps and water boxes placed above one another. The basic design of the rod engine involved “the rotation of a horizontally acting assembly through 90 degrees so as to produce a vertically operating system.” In other words, it was a Stangenkunst turned on its side.


    One of the first prototypes appeared in Georgius Agricola’s famous 1556 book on mining, De Re Metallica, in which the author notes that the machine had been around for ten years. The rod engine spread rapidly during the second half of the sixteenth century, gaining several improvements.


    Horizontal “field rods” and vertical “shaft rods” were connected to each other by means of an “engine cross” (or “Kunst Kreuz”), which switched the line of motion by 90 degrees. One beam of the cross was attached to the field rods, the other held the shaft rods.


    In fact, from the late seventeenth century onwards, many writers defined the Stangenkunst as the combination of field rods, shaft rods, and a power source (one or more waterwheels), instead of just referring to the reciprocating field rods. It is this definition which is now generally accepted.


    Round Corners, Up-hill, Down-dale


    Over the course of three centuries, the technology used to transmit power from waterwheels to mineshafts became more sophisticated. During the 1590s, engineers developed a set of balanced rods, resembling a pantograph, which was more efficient than the single-rod machines because less energy was lost through friction. Single-rod systems remained in use whenever power was abundant, but the double-rod system offered great benefits when this was not the case. Graham Hollister-Short explains:


    There are now a series of pairs of legs, each pair carrying an iron axle on which the swing arm is mounted. The ends of the swing arms support the upper and lower field rods in a rather complex fashion. The ends of each swing arm are cut out to provide slots. The slots housed not only the rods but also the small pivoted pieces of hard wood on which they reciprocated.


    The efficiency of the double-rod system allowed for longer power lines. By the 1600s, the system was used to transmit energy over a distance of up to 2 km. By the 1700s, it reached up to 4 km.


    Initially, every Stangenkunst ran in a straight line, but by the 1640s, engineers had learned how to transmit power round corners as well as up-hill and downhill. They managed to round corners using a “Kunst Kreuz” or “engine cross,” a lever in the shape of a cross. It was this same component that was used to connect horizontal field-rods and vertical shaft-rods, but turned on its side.


    The engine cross also allowed the attachment of a new branch of wooden rods to the line, so that one waterwheel could power machines in several locations. V-rods allowed for a change of direction up or down a slope.


    While most Stangenkunsten were used to drive drainage pumps, they were also connected to bellows for ventilating mine shafts, and to pestles for processing ores. In order to further improve the scope of power transmission, the Stangenkunst could be combined with water management infrastructure; for instance, an aqueduct was used to supply a waterwheel which operated a Stangenkunst. Finally, even the horse whim was integrated in the power distribution network by connecting it to a Stangenkunst.


    The Hoisting Machines of Christopher Polhem


    The water-powered machines designed by Swedish engineer Christopher Polhem between 1690 and 1710 further extended the possibilities of the Stangenkunst. On the one hand, Polhem built several “traditional” Stangenkunsten for Swedish mines, connecting pumps in mine shafts with waterwheels up to 2,500 m away. Polhem used a double set of wooden rods, which sat parallel to each other. The system is similar to the pantograph system, but turned on its side and with metal hangers instead of wooden ones.


    On the other hand, Polhem also constructed rod systems for hoisting up ore from mines shafts. Strictly speaking, these were not Stangenkunsten (they were called “Hakenkunsten”), but the design principle was nearly identical.


    The first Hakenkunst was completed at Blankstöten in the Falun copper mine in 1694. The water-powered machine hoisted buckets loaded with ore out of a mine shaft, carried them to a dump, emptied them, and automatically returned the empty buckets to the mine. The whole mechanism was operated by reciprocating rods.


    The energy from a waterwheel was transmitted via horizontal rods to the mine shaft. The horizontal rod was joined to two pairs of hooks furnished with vertical poles suspended into the pit. Buckets were hooked onto the poles at the lowest level, and then lifted vertically to a higher pair of hooks by the alternate motion of the pairs of poles.


    This motion continued until the bucket was raised up the surface. The buckets were emptied by means of an iron chain which hooked onto the bottom. The vertical poles were 60 meters long and had 15 pairs of hooks.


    A similar hoisting machine was completed in 1698 for the Humboberget mine. This machine consisted of two sets of poles with attached hooks. One set brought the loaded carriers to the surface, while the other brought the empty carriers down the mine. In 1701, Polhem completed another hoisting machine for the King Karl XI shaft at the Falun mine. He used two rope drums for raising the ore barrels, which were rotated by a complicated wooden rod transmission from a reversible water-wheel with one crankshaft.


    Man Engines


    As mines became deeper, miners needed more time to descend and ascend mine shafts, and it could take up to two hours to ascend a mine which was 500 to 600 m deep. This led to the development of the “man engine,” also known as the “power-ladder,” which was another adaption of the Stangenkunst. The principle of operation was identical to that of the bucket hoists designed by Polhem, but applied to the transportation of miners. The man engine allowed the miners to ascend and descend the mine about three times faster and with less energy.


    The first man engine was installed in 1833 in the Harz mining region. From there the design spread to Belgium, England, Austria-Hungary, Norway, France, Australia, and the United States. In total, more than 100 man engines were built from the 1830s to the 1880s. The average man engine reached a length of 400 to 500 m, with the longest reaching 1,009 meters in 1883. It was not always necessary to hang new rods in the shaft, as the rods needed for pumping could be used at little increased cost.


    Man engines were built as single or double-rod systems. In the first case, the single rod was furnished with steps, while a series of platforms was fixed at different levels of the shaft. In the second case, miners jumped between platforms from two reciprocating rods. The miner, quitting one step, waited on the platform until the next step reached him. The rods, which were fastened together and reached to the bottom of the mineshaft, offered a reciprocating motion of typically 3–5 m. Counterweights — large boxes filled with stones — were installed in order to avoid the full weight of the shaft and men weighing on the top linkage.


    Single-rod engines could be used simultaneously by miners ascending and descending, provided that there was sufficient room upon the fixed platforms, while double-rod engines did not have this advantage. The person operating the engine regulated the supply of water according to the number of miners ascending. For descent, no power was required to set the man engine in motion thanks to gravity. Descending miners could also raise the men who had finished their shifts by gravity alone, with the waterwheel only regulating motion and reducing friction.


    Stangenkunsten during the Industrial Revolution


    Steam engines started replacing waterwheels from the 1860s onwards. Contrary to waterwheels, steam engines were not dependent on the proximity of a stream or river, and could thus be located close to the mine shaft. This eliminated the need for mechanical power transmission. Furthermore, steam engines could be placed at the bottom of the mine to power the pumps directly, making the vertical transmission of power redundant.


    However, the Stangenkunst did not disappear. On the contrary, many systems remained in use well into the twentieth century, long after steam engines had been replaced by gas engines, petrol engines and electric motors. Moreover, new systems continued to be built. In fact, most Stangenkunsten appeared after, rather than before, the invention of the steam engine.


    There were three reasons for the persistent use of this technology. For one, not all regions were quick to replace waterwheels (and wind mills) with steam engines. By 1900, the mine shafts in the Harz Mountains were more than 1,000 m deep, and both suction pumps and man engines were still powered by waterwheels and wooden field rods. This was probably because the technology worked well, suggests Robert Mulhaus in his treatise on mine pumping technology:


    The connection between the urgency of the problem of mine drainage in England, and the invention of the steam engine, has often been suggested. Perhaps the “backwardness” of Germany in steam engine experimentation, and later in the introduction of the Newcomen engine, was to some extent due to the adequacy of existing machinery to meet the problem of mine flooding, for it is not clear that this problem existed on the continent.


    In the Harz Mountains, some Stangenkunsten powered by waterwheels operated until the 1970s. Even on the British Isles, which were at the forefront of the Industrial Revolution, some water-powered Stangenkunsten could be seen in the 1940s.


    Stangenkunsten on Rails


    A second reason for the survival of the Stangenkunst was the evolution of the technology during the Industrial Revolution. Most improvements were made possible by the availability of much cheaper and more durable iron and steel.


    One such innovation was the use of rails, which reduced friction and made it possible to transmit greater amounts of power. (A similar innovation was applied around the same time for turning windmills towards the wind). A good example of this is the Lady Isabella waterwheel on the Isle of Man — one of the most powerful water wheels ever built. It operated from 1850 to 1929, powering mine pumps up to 200 m away by means of wooden rods, and transmitting about 150 horse power. The wooden field-rods, which ran over a viaduct and worked to and fro with a 3 m stroke, were not supported by metal hangers but ran on wheels, which in turn moved back and forth on rails.


    Steel Cables Replace Wooden Rods


    The most important innovation, however, was the replacement of wooden rods by round iron bars or steel cables with forged eyes at the end. These metal rods, rocking back and forth, lay either in grooved wheels, which revolved in the tops of forked posts, or were supported by rocking posts. Angle bobs (supported by wheels running on rails) drove the field-rods around corners, while V-rods changed their direction down or up a steep slope.


    The use of metal rods was more durable, less maintenance-intensive, and allowed for a more flexible system when transmitting mechanical energy over long distances: the steel or iron field rods could easily pass through roofs, bushes, forests, and tunnels. An account of this is given in Frank D. Woodall’s book the 1975 book Steam Engines and Waterwheels: a Pictorial Study of some Early Mining Machines:


    Even in 1946 it was still possible to see waterwheels driving pumps in the china clay works of Cornwall. At Wheal Martyn near St. Austell a 35ft diameter waterwheel drove a remarkable layout of rods. Following them away from the wheel one soon found difficulty, for the rods passed through the roof of a large clay-drying shed. Making a detour the observer saw a smaller waterwheel and the rods from the large wheel close at hand. A footpath, presumably used by the man who oiled the wheels in their forked posts, helped one to follow the rods through a thicket of prickly bushes to another hazard. The rods worked in a low tunnel through a mass of made ground.


    As Woodall notes, systems like this were still in use in the 1970s:


    Not many years after Wheal Martyn finished working [the pumping shaft was caved in during WWII] the only other set of flat rods, at Carloggas near St Austel, fell into disuse, but although it was the last flat rod system to work in Britain a similar system remained in use in Germany. Two waterwheels each driving two lines of rods were seen working at Bad Kreuznach in 1965. The rods were not on wheels but on inverted pendulums and looked to be of recent construction. Other waterwheels driving pumps can be seen at the salt springs in the Bavarian town of Bad reichenhall.


    The Stangenkunst Embraces the Steam Engine


    The third reason for the sustained popularity of the Stangenkunst was the fact that field-rods were combined with steam engines (and later also gas and petrol engines as well as electric motors) instead of waterwheels. In this way, one steam engine could operate multiple pumps, which was cheaper than setting up a steam engine (or other power source) for every mine shaft or pump.


    Apart from pumping water out of mine shafts, or operating man engines, this configuration found a new application in oil production, initially in the United States but eventually all over the world. It was in the oil industry that the Stangenkunst reached the pinnacle of its development. ←


  


  

    

      

        [image: ]

      


      

        The rod engine (detail). De Re Metallica (1556), Georgius Agricola.
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        Power transmission via single suspended rod. Jean Errard, 1584.
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        Panorama of the Harz mines (detail), Daniel Lindemeier, 1606.
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        Power transmission and contouring by means of double rods. Georg von Löhneyss, 1617.
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        The Stangenkunst at the Bisperg mine, Sweden, built around 1700 and photographed in 1922.
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        Stangenkunst with wooden rods in Lauthental, Harz Mountains, 1932. Source: Technische Kulturdenkmal, C. Matschoss.
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        A man engine.
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    The Mechanical Transmission of Power: Jerker Line Systems


    


    Jerker line systems can be used to operate water pumps or sawing machines, to forge iron, to process food or fibers, or to make paper.


    From the 1860s to 1940s, many oil wells were pumped by a technology that originates in a sixteenth-century power transmission system used in the mining industry.


    One engine operated up to 45 pumps in different locations, each up to a mile away. Power was transmitted by means of wooden rods or steel cables that moved back and forth, snaking through the landscape.


    The system was so efficient that an engine used for pumping an oil well could operate a whole cluster of pump jacks. The technology, which still operates in a handful of small oil fields, could also work with renewable energy sources, and shows great potential for efficient small-scale energy use.


    History


    From the 1500s onwards, engineers developed mechanical power transmission and distribution systems that became ever more sophisticated: Stangenkunsten.


    Networks of pivoted, wooden field-rods conveyed power from waterwheels in the valleys to mining machinery in the mountains over distances of up to 4 km, operating pumps and bellows, hoisting ores, and transporting miners up and down shafts.


    Steam engines, which started replacing water wheels from the 1860s onwards, were not dependent on the proximity of a stream or river, and could thus be located close to the mine shaft. This eliminated the need for mechanical power transmission. However, the Stangenkunst did not disappear. On the contrary, the technology became even more popular after, rather than before, the invention of the steam engine.


    For one, it found a new application in oil production, initially in the United States but later all over the world. It was in the oil industry that the Stangenkunst reached the pinnacle of its development, and became known as the “jerker line system.”


    The Canadian Jerker Line System


    Right from the start of modern oil production in the late 1850s, the Stangenkunst played an important role. It was first used for pumping oil in Oil Springs, Ontario, Canada. While the oil here was of very good quality, production was marginal. The high cost of operating a steam engine at each was not economically viable. In 1863, only four years after the industry came into production, a solution was found by John Henry Fairbank, who set up a system for the transfer of power from a steam engine to multiple oil pumps.


    The method, which became known as the “Canadian Jerker Line System,” was remarkably similar to the Stangenkunsten. Fairbank used wooden rods, which swung back and forth from wooden hangers that were suspended from wooden poles, and connected to wooden pump jacks. He didn’t even bother to apply the more efficient pantograph system developed in the 1590s, but used the original single-rod system. This made sense: it was cheaper to build, and friction was less of a problem since the system aimed at distributing power rather than transferring it long-distance (most oil pumps were within one mile of the central power source).


    Subdividing and Distributing Power


    There were some differences between the Fairbank method and the pre-industrial Stangenkunsten. Two cranks converted the circular motion of the steam engine’s wheel to a reciprocating motion that moved two parallel wooden rods back and forth, just as in the older systems powered by water wheels. In Fairbank’s model, however, a mechanism was introduced to slow down the revolution speed of the steam engine. It consisted of a leather belt placed between the wheel of the steam engine and the cranks. Another addition was the bull wheel, a cast-iron wheel making back-and-forth quarter turns. It was housed in a timber frame just outside the engine shed.


    The bull wheel allowed the reciprocating motion of the two cranks to be subdivided over a greater number of rod lines. Additional subdivision of power to other field rods (branch lines) could happen further along the main line, by means of a “field wheel” — a similar cast-iron, oscillating wheel in a timber frame. The field wheel was also used for diverting a main rod line 90 degrees. Field wheels replaced the “Kunst Kreuzen” or “Engine Crosses” used in pre-industrial Stangenkunsten.


    V-shaped wooden assemblies, lying on their sides, were used to make less sharp turns. The point of the V was anchored, and acted as the pivot for the mechanism. When the jerker line pulled on one leg of the V, the lines comes from the other direction were pulled out, too. A similar V-rod placed upright was used to change direction in the vertical plane when the line crossed a hill or valley.


    The Pennsylvania Jerker Line System


    The Canadian jerker line system spread to other oilfields but was eventually superseded by a more sophisticated system in which steel cables and iron bars replaced wooden rods. The metal rods were usually called “shackle lines.” This method was developed in 1879 by Pennsylvania oilman Edward Yates and became known as the “Pennsylvania Jerker Line System.”


    The famous Pennsylvania oilfields (home to Rockerfeller’s Standard Oil Company) came into production around the same time as the Ontario oil fields. However, unlike in Canada, steam engines were used to power each well for the first two decades. Oil wells in the Allegheny Plateau had a high initial production, which was followed by a rapid drop off. The incentive for pumping these low production wells after their initial outflow was small, as new fields were continually being discovered and drillers would simply sink a new well.


    In the late 1870s, following a decline in oil prices and production per well, economising the oil production process became key to profitability. This drive for efficiency resulted in the adoption of the jerker line system, which made using previously-abandoned wells economically viable again.


    By 1885, the jerker line system was used widely in Pennsylvania (then the largest oil producer in North America). Thereafter, it spread to other US oil fields. By the early twentieth century, the system was used in oil fields around the world. By then, the technology had improved and numerous oil-well supply companies had developed standardized systems that could be purchased in part or whole.


    While the Canadian jerker line system was reminiscent of the Stangenkunsten operating in pre-industrial times, the Pennsylvania jerker line system looked radically different. The prime mover (mostly a gas engine supplied from a nearby well) operated a “central power” (either geared or bandwheel) which slowed down the engine speed, converted the engine’s rotary motion to reciprocating motion, and distributed power to all the rod lines.


    One Engine Powers 45 Pumps


    A back-and-forth motion was imparted to the rod lines by an “eccentric,” placed either above or below the geared or bandwheel power, to which eight to fifteen rod lines were hooked that fanned out in all directions. The eccentric was mounted slightly off-center from the power’s central vertical shaft, with the rod lines attached to the outer slip ring. As the eccentric rotated within the slip ring, the slip ring oscillated, pulling the rod lines. For each rotation of the slip ring, the rod lines completed one full stroke.


    Typically, the mechanism produced 12 to 20 oscillations per minute, pulling the attached shackle lines an equal number of times. Depending on the number of wells, up to three eccentrics could be mounted on the central shaft, so that a total of 45 oil wells in different locations could be pumped. (More commonly, however, 10 to 25 pumps were powered as they wanted to limit the amount of temporarily unproductive wells in case of an engine breakdown.)


    Implications for Field Layout


    These different approaches to subdividing and distributing power led to distinct field layouts. In the Pennsylvania system, all oil pumps in the cluster were directly connected to the central power via jerker lines, which radiated out of the engine shed in all directions.


    In the Canadian jerker line system, none of the pump jacks were directly connected to the central power. Motion was transferred to the bull wheel and then further subdivided along the main lines using field wheels. As a result, the Pennsylvania jerker line system generally produced web-like patterns, while the Canadian jerker line system usually created linear patterns with dendritic lines.


    This can be seen clearly in the James Field in Ontario, which still has both systems still operating. The spider-like systems use metal rods, while the linear systems use wooden rods (see images).


    A Balanced System


    The web-like layout of the Pennsylvania system offered an important advantage. Because a Stangenkunst was always a combination of horizontal and vertical power transmission, gravity delivered part of the power. A water wheel or steam engine had to deliver all the power needed to make the horizontal stroke that pulled the vertical mechanism upwards, but gravity aided the return stroke. In the case of oil pumping, the weight of the grasshopper pump made the return stroke, saving energy.


    This effect was doubled when each well was matched with one in the opposite direction. When the sucker rods in one well raised (the upstroke), those in the opposite well lowered under their own weight (the downstroke), helping raise the rods in the well undergoing the upstroke. In other words, the pumps were powering each other with their own weight. This minimized the load on the engine: the only power required was for overcoming inertia and friction, plus the weight of the oil lifted at each stroke.


    The web-like layout of the Pennsylvania system made balancing loads much easier. At all times, half the dead load of rods and mechanisms in the field was being lifted while the other half descended. The steel rods attached to the eccentric could be hooked to, or unhooked from, shackle lines that were connected to the oil pumps. If one well was disconnected, the well in the opposite direction was removed to maintain balance. If this was not possible, the eccentric rod of the disconnected well was hooked to a counterbalance. Since all pumps were directly connected to the central power, one worker could balance the load of all the wells.


    In Surface Machinery and Methods for Oil-Well Pumping (1925), H.C. George writes:


    In the early days of the oil industry, all nonflowing wells were pumped individually on the beam by steam engines. This system wasted both labor and power, as each well required a man and a steam power plant. At present a group of 15 to 30 similar wells is pumped with a central power or jack plant with practically the same labor and the same energy capacity as was then used at each well.


    Many oil wells if pumped individually would show a loss, but operated as members of a group they show a profit. The older fields of Pennsylvania, Ohio, West Virginia, and Illinois exemplify efficiency in group operation. In Pennsylvania the 59,000 operating oil wells show an average of less than a quarter of a barrel production per well per day, yet are being operated at a profit by the group method.


    Wells of like characteristics, such as pumping time, length of stroke, and size of tubing should be balanced for best results. Some oil companies pump wells of like characteristics at the same time, then take those wells off the power and put on other wells of like characteristics. This practice is common in some of the eastern oil fields, where many wells do not pump more than a few hours per week, and where powers handle 15 to 30 wells, each pumped only several hours at a time.


    Shacklework


    The use of steel cables instead of wooden rods also made it easier to navigate difficult terrain. The Pennsylvania jerker line system made use of a variety of devices to support the lines and change their direction — these were generally called “shacklework.” The steel cables were hung from tripods or supported by “friction posts,” which were fixed in the ground, or “rocking posts,” which were mounted on a pivoting base to allow a rocking motion. “Hold-ups” and “hold-downs” guided the lines up or down, while “butterflies” and “ring swings” allowed them to change direction in order to carry the lines around obstacles.


    A “butterfly” was a triangular wooden or metal frame, which allowed up to 90 degree turns and was reminiscent of the V-rods used in the Canadian and pre-industrial system. A “ring swing” was used for lesser changes in direction and was even simpler. It consisted of three rings: one large ring, attached to a another suitable mounting spot, and two smaller rings attached to the large ring and the shackle line. Pendulums and rockers were sometimes used to make the length of the stroke at the well differ from that imparted to the jerker line at the central power.


    Often, the shacklework was made from recycled parts, such as discarded rods or pipes. In 1925, H.C. George wrote that “the power or jack plant, and the machinery, shackle line, and jack are all usually standard and purchased from oil-well supply companies, but the shackle line structures are usually designed and built by the operating oil company. This results in a multiplicity of designs and a variety of material.”


    Jerker Line Systems Still in Operation


    The Pennsylvania jerker line system became the dominant technology used to pump secondary oil wells up till the 1940s, pumping wells up to 3,500 feet deep, and remained in use until the 1960s and 70s. A few installations are stilll running today, or operated until recently. Two are in Flat Rock, Illinois. They use a central power source and rod lines of the Pennsylvania type.


    Each is run with a 35 horse power oil-engine and pumps 10 or 11 wells. The rods rest on wood stakes 15 to 20 feet apart and the power moves the rods about 40 cm back and forth. In some places, the rods are rigged to cross a creek or make a turn and head in a different direction. The systems were photographed in 2003, when they were still operational.


    Most remarkable, however, are the central power systems in Oil Springs, Ontario, which have been in operation for 150 years now. Some of these oil fields still make use of the Canadian jerker line system, which was the original technology used to pump oil in the mid-nineteenth century when the fields came into production. Most of the lines on the Fairbank field, and some of the lines on the James field, use wooden rods that operate wooden pump jacks, while some lines on the James field, and all lines on the neighbouring fields, use the original Pennsylvania jerker line system.


    While there are obviously sentimental reasons for using nineteenth and early twentieth century technology — the owner of the fields is a great-grandson of John Henry Fairbank, designer of the Canadian jerker line system — the site is not a museum, but a working field that is economically viable. Instead of holding on to the past and trying to recreate a historic oil field, the technology has been continuously improved to maintain its profitability.


    More Efficient


    One major change in the technology is that steam engines have been replaced by small electric motors, which are cheaper, more efficient and easier to maintain. Most are equipped with reduction gearing, which has made the bulky powerhouse mechanism redundant. Individually-powered pump jacks have replaced the central power system in locations where running a jerker line has failed to be cost-effective, but where the central power system is still in use, it is so because it remains the most efficient and economical.


    Even the remaining wooden field rods have been improved: metal hangers that once supported the wooden jerker lines have been replaced with nylon rope for ease of maintenance. The wood for jerker lines and pump jacks is not original, of course, since it is exposed to the elements: the rebuilding of wood equipment has been an on-going historic process.


    Oil extraction is usually thought to be large in scale and finite in its lifecycle. However, in Oil Springs, it has been conducted on a continuous, small-scale basis since the late 1850s, while all other oil fields from those times have long been pumped dry using much more powerful technology. One cannot help but wonder how the world would have looked like if all oilmen had stuck with nineteenth century technology.


    Future Applications


    Using a jerker line system, one small electric motor can operate several machines in different locations. Why do this instead of powering each device individually? One: you save three electric motors. Two: there is no need to provide batteries or electric outlets at any of the locations. Three: you can balance the system so that one device helps power the other, saving a considerable amount of energy. The electric motor can also be replaced by a windmill, a water wheel, a solar thermal plant, or a stationary bicycle. In these cases, you can distribute mechanical energy without conversion losses.


    Although a Stangenkunst or jerker line system can only transfer mechanical energy via reciprocating motion, it has seen a remarkable variety of applications throughout its 450 years of operation: pumping (either oil or water), ventilation (operating bellows), processing ores (operating trip-hammers), and even transporting people and goods up and down shafts (operating man engines and bucket hoists). Reciprocating motion could also be used to operate sawing machines or, using trip-hammers, to forge iron, process food or fibers, or make paper. ←
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        Jerker line system in Oil Springs, Ontario, Canada. Image: Markus Wandel.
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        Wooden pumpjack. The Corporation of the County of Lambton. Image by Tony White.
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        Inventory map of the James field with its well numbers, central powers and additional features. Conservation District Study Appendix, Oil Heritage Conservation District Plan, The Corporation of the County of Lambton.
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        A schematic of a Pennsylvania jerker line system, showing both geared power and bandwheel power system. Drawing by Eric S. Elmer. Source: Library of Congress.
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        An axonometric view of the Lockwood Power (built in 1909), near Warren, Pennsylvania, showing the spatial relationship of machinery to structure inside a typical octagonal power. Drawing by Eric S. Elmer. Source: Library of Congress.
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        Jerker line system supports.
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    The Mechanical Transmission of Power: Endless Rope Drives


    


    The trend towards small-scale, decentralized power production means that rope transmission might have a place in our energy system again.


    You don’t need electricity to send or receive power quickly. In the second half of the nineteenth century, we commonly used fast-moving ropes. These wire rope transmissions were more efficient than electricity for distances up to 5 kilometers. Even today, a nineteenth-century rope drive would be more efficient than electricity over relatively short distances. If we used modern materials for making ropes and pulleys, we could further improve this forgotten method.


    Mechanical Power Transmission


    The rope drive is the culmination of a long history of mechanical power transmission. In the 1500s, mining engineers designed “Stangenkunsten:” a method to transmit power from distant water wheels to machinery at the mineshaft, using reciprocating wooden rods. This early predecessor of electricity was improved in the 1860s oil industry’s “Jerker line systems,” which used steel cables instead of wooden rods.


    The need for long-distance power transmission appeared first in the mining industry because mines could not be relocated to a nearby water power source. In the nineteenth century, the need for power transmission spread to other industries because the demand for power had grown considerably with the arrival of the Industrial Revolution, and most available water power resources had already been put to use — especially in Europe.


    A new form of power transmission was needed to make previously inaccessible sources of water power available. For instance, many powerful water sources in mountainous areas were idle because these sites were unsuitable for building factories. The development of steam engines also called for power distribution and transmission, especially in Great Britain and in the US, because smaller engines were uneconomical to operate.


    The pioneering power-transmission technology developed by the mining industry was not suited for most of these new demands. A Stangenkunst or jerker line system transmitted power using a reciprocating motion, while most industries required circular motion to drive machinery. Although these systems could be adapted to convert reciprocating motion into circular motion, this was possible only at low speeds and the expense of considerable energy loss. [1]


    Apart from this, the power that could be transmitted by a mere dead pull was limited. Enormous wooden rods or steel cables would have been needed to transmit the amount of power that could be harvested from mountain streams and waterfalls. [2]


    The Millwork


    Around 1850, the only available technology for the transmission of fast, circular motion was the so-called “millwork.” This combination of shafts, gears, belts and pulleys was aimed at the distribution (rather than long-distance transmission) of mechanical energy. It transferred power from a prime mover (a water turbine or a steam engine) to individual machines.


    While the nineteenth-century millwork was considerably more efficient than the large wooden gears and shafts in the pre-industrial wind- and watermills from which it evolved, it was not suited for longer distances. One engineer calculated that 75 percent of the power transmitted by a lineshaft would be absorbed by friction of the bearings at a distance of between 95 to 600 m. [3] Moreover, millwork required protection from the weather and so could not be operated outdoors.


    Even for short distances, nineteenth century millwork was rather inefficient. A major investigation in the early 1880s covering 55 industrial establishments, chiefly textile mills, revealed that the combined power losses in engines and millwork were on average 25 percent. For machine shops, the energy loss was on average 40 to 50 percent. [4] Line shafts were also hungry for space, costly to install, troublesome to maintain and adjust, hazardous in use, and inflexible in arrangement.


    Wire Rope Power Transmission


    Late nineteenth-century industry was in need of a more efficient and versatile method of power transmission for both short and long distances. Several alternatives were in the running: power could be transmitted by electricity, compressed air, hydraulics, steam, millwork, or ropes. While electricity eventually won the battle, a few others deserve more attention. [5]


    Rope transmission, the subject of this article, stands apart from all other power transmission technologies because it doesn’t involve any conversion of energy. An endless rope drive transmits mechanical energy directly from a power source to machinery. As we will see, this makes rope transmission more efficient than any other alternative up to a distance of a few kilometers.


    Contrary to electricity and compressed air, the transmission of power by rope was not a radical departure from traditional methods. Conceptually, wire rope transmission simply extended the range of millwork by improving its efficiency and flexibility, and by making it weather-proof. Rope transmission started in the 1840s as an element of millwork, using fast-spinning fibrous ropes as an alternative to belts transmitting power from the prime mover to the line shafts. [6] When fibrous ropes were replaced by metallic ropes (or “wire ropes”), a long-distance power transmission was born.


    Wire Rope


    Interestingly, the wire rope itself can be traced back to the same region that invented the Stangenkunst in the 1500s: the Upper Harz mining region in Germany. In the 1830s, mining engineer Wilhelm Albert twisted together several strands of metal wire around a hempen core, resulting in a superior hoisting cable for use in vertical shafts. Compared to a fibrous rope, a wire rope is much stronger, despite being the same weight and diameter. Unlike fibrous rope, it keeps its strength when it is wet, and its length remains constant under all weather conditions.


    Metallic ropes were used throughout the global mining industry during the 1800s, replacing metal chains and fibrous cables for hoisting up ores and transporting miners up and down shafts. The wire rope also led to important uses outside the industry. It enabled the invention of the suspension bridge and came in handy as a means to carry other static loads such as smokestacks and masts. But its main applications involved moving passengers and goods, both vertically and horizontally. The wire rope gave birth to the elevator and made cranes and hoisting machines much more powerful. It introduced new transportation options on land (as in cable trains), on water (as in rope-powered canal boats), and in the air (as in aerial ropeways).


    How Did it Work?


    Few know that wire rope was also used to transmit energy across land. A wire rope power transmission, or “telodynamic transmission” as it was initially called, was basically an aerial ropeway running without vehicles, at higher speeds. Both aerial ropeways and wire rope drives were sold by the same manufacturers. Wire rope transmissions used thin wire ropes (up to 2.5 cm in diameter) and large, cast-iron pulleys (up to 5 m in diameter), mounted on wooden, iron or masonry towers placed at maximum intervals of 90 to 150 m. The bottom of the pulley grooves was made of strips of leather to limit the wear of the rope.


    The fundamentals of the method were concisely described by Albert Stahl in his 1889 treatise Transmission of Power by Wire Ropes:


    The construction of the apparatus is very simple. A tolerably large iron wheel, having a V-shaped groove in its rim, is connected with the motor, and driven with a perimetral velocity of usually from 50 to 100 feet per second. Round this wheel is passed a thin wire rope, which is led away to almost any reasonable distance (the limit being measurable by miles), where it passes over a similar wheel, and then returns as an endless band to the wheel whence it started.


    For longer wire rope transmissions, two configurations were possible. Either one, long continuous rope was used, supported at intervals by carrying sheaves, similar to those of an aerial ropeway. Usually, though, a wire rope power transmission used shorter ropes that extended between stations, instead of running the whole length of the transmission. Each tower then served as the driver for another by means of a double pulley arrangement, or a double grooved wheel.


    When using carrying sheaves to bridge larger spans, it was often sufficient to support only the slack side of the rope. When the rope drive had to change direction, or when the power had to be distributed to a number of consumers, this could be done by using either horizontal sheaves, or more frequently, bevel gearing/wheels.


    Diffusion of the Technology


    The use of wire rope for power transmission over long distances was invented by the Hirn brothers in 1850, while they were setting up a weaving factory in an abandoned textile works near Logelbach, Switzerland. The buildings were scattered over considerable distances and setting up multiple steam engines would have been too expensive. Following some initial problems (finding a suited material as a seating for the ropes proved to be one of the biggest) the Hirn Brothers set up power transmission lines between the buildings. The longest line reached 235 m, transmitting 50 horse power (hp).


    After the initial success of the Hirn installation, the technology spread rapidly throughout the Alps, and beyond. W.C. Unwin gives a detailed overview of the initial diffusion of telodynamic transmissions in his 1894 book On the Development and Transmission of Power from Central Stations:


    Soon after the erection of the transmissions at Logelbach M. Henri Schlumberger transmitted the power of a turbine 86 yards to work agricultural machinery. In 1857, at Copenhagen, Captain Jagd transmitted 45 hp to saw-mills at a distance of more than 1,000 yards. In 1858, at Cornimont, in the Vosges, 50 hp was transmitted 1,251 yards. In 1859, at Oberursel, 100 hp was transmitted 1,076 yards; and at Emmendingen 60 hp was transmitted 1,372 yards. In 1862 Hirn stated that about 400 applications of the telodynamic system had been constructed by Messrs. Stein & Co., of Mulhouse, carrying an aggregate of 4,200 hp over distances amounting altogether to 80,000 yards.


    These installations had an average capacity of about 10 hp and a transmission distance of about 180 m. By 1869, two years after Hirn’s invention received an award at the Universal Exposition in Paris, about 2000 permanent installations had been constructed on the European Continent. Most were relatively small ropeways, but some were fairly large. The Hirn system was adopted in three of the earliest central power stations in Europe: Schaffhausen (1864) and Fribourg (1870) in Switzerland, and Bellegarde (1872) in France. These installations transmitted between 560 and 3150 hp by wire ropes, over distances up to 966 m.


    The Schaffhausen Transmission


    The Schaffhausen transmission is regarded as the most complex wire rope transmission ever built, using 1027 m of ropes, aggregating more than 600 hp. After a period of trade depression there was a revival of industry at Schaffhausen. The required energy was found in the immense volume of water passing down the rapids of the Rhine in front of the town. Since the steep rocky banks forbade the erection of any factories in the immediate neighbourhood, the power was transferred diagonally across the stream to the town, about a mile lower down, and there distributed, with certain rocks in the water being used to set up the intermediate stations.


    It is interesting to republish Unwin’s full description of the Schaffhausen installation, because “it is essential to learn how far wire-rope transmission can be adapted to complex situations where many consumers require power:”


    A weir was constructed during favourable seasons in 1864-66, across the rocky bed of the river, which is about 500 feet wide. By placing the turbine-house in the river-bed near the weir and constructing a tunnel tailrace 620 feet in length, a fall was obtained which varies from 15.6 to 13.7 feet. The turbine house contains three turbines with vertical shafts of 200, 260, and 300 hp, or 760 hp altogether. They gear with a common horizontal shaft by means of bevil gears. About 150 hp is transmitted from one of the turbines to a factory on the hill above the turbine-house, by a steel shaft 550 feet in length. From the same shaft also about 22 hp is transmitted, by a small cable passing down the left bank of the river and then crossing it, to a pulp factory on the right bank. This leaves a maximum of about 570 hp to be dealt with by the main cable transmission, which crosses the river directly from the turbine-house, and then passes along the right bank to the factories. The turbines are connected to two principal rope pulleys of 14.75 feet in diameter. From these pulleys two cables cross the river in a single span of 385 feet to a pulley station in the river at the left bank, where the direction of the transmission is changed by bevil gearing, and thence the transmission passes up the left bank of the river. The gross power in the horizontal driving shaft in the turbine-house is about 350 hp or, allowing for friction, say 500 effective hp to be transmitted to the factories, or 250 hp for each rope. Either rope is capable of transmitting at any rate a large fraction of the whole power temporarily, if the other rope is broken. The power is delivered by the ropes at the change station on the left bank. At that station about 22 hp is taken off by prolonging the second shaft of the bevil gearing and a subsidiary rope transmission.


    The remaining 478 hp is transmitted along the left bank to the first intermediate pulley station at a distance of 370 feet by a pair of cables. Thence to the second intermediate station, distant 345 feet, by another pair of cables. At 455 feet further is a second change station, at which the direction is again changed by gearing. Thence the ropes pass to two other intermediate stations. From the second intermediate station an underground shaft carries about 27 hp to ten small workshops, and from the second change station, and the third and fourth intermediate stations, cables are carried back across the river to factories on the right bank. From the first shaft on the second change station about 110 hp are distributed, partial by a special rope gear, partly by vertical and underground shafting, to four factories, one of which is the large Mosersche Gebaude; and from the second shaft of this station a steel shaft transmits 200 hp to Scholler’s wool factory.


    The Schaffhausen installation was a greatly successful undertaking. The number of renters of power grew from 13 in 1867 to 23 in 1887, while the average total horse power supplied grew from 121 to 641. The total income from rental of power rose tenfold.


    Other Examples


    The wire rope transmission at Fribourg, where the ravine is not suitable for factories, was no less impressive. Here, a wire rope transmitted 300 hp to an industrial site 90 m above the river. Power was distributed via wire ropes to a sawmill, a foundry, a chemical factory, a rope tramway for carrying timber, and a railway carriage works. The total distance of the transmission amounted to more than 1500 m. Part of the line passed through a specially designed tunnel.


    At Bellegarde, which lies about 25 km from Geneva, 3150 hp was transmitted in different directions via wire ropes from the river Rhône to the plain above, where it was used to operate a phosphate works, a wood pulp factory, a paper mill, a copper refinery and a pumping station. The transmission lines reached a total length of more than 900 m.


    Most wire rope transmissions were built in France, Switzerland and Germany, but the technology was used all over the world. Following a serious explosion, an installation was put up at a gunpowder factory at Ochta near St. Petersburg, Russia, in 1867. A total of 274 hp was transmitted by more than 3000 m of wire rope to 34 widely scattered workshops and laboratories. The wire rope transmission was adopted to ensure that the buildings should be at a safe distance from each other were another explosion to occur.


    At Gokak, India, a large telodynamic transmission was set to work in 1887. A total of 750 hp was transmitted to a large cotton mill via three wire ropes.


    Numerous wire rope installations were built in the United States — a total of 400 telodynamic systems were reported in 1874. Most prominent were those at Lockport (New York), Lawrence (Kansas), and near Great Falls (Montana) on the upper Missouri River. [7] However, none of them approached the size of the Schaffhausen plant in Switzerland. The technology seems not to have attained the popularity and importance that it did in the regions of its principal continental use, writes Louis Hunter, who adds that “this was no doubt owing to the greater abundance of water powers in the US in a wide range of capacities, and to the abundance of coal and the rapidly increasing acceptance of steam power from the 1850s.”


    Efficiency


    It may seem that wire rope power transmissions running over hundreds and sometimes thousands of meters, could not be very efficient. However, a wire rope transmission was considerably more efficient (and cheaper) than electricity up to distances of about 5 km (3 miles). As with jerker line systems, the efficiency advantage was due to the fact that in a telodynamic transmission mechanical energy can be transmitted without conversion losses. This was emphasised by W.C. Unwin in 1894:


    The telodynamic system has the peculiar advantage that it transmits the mechanical energy developed by the prime mover directly, without any intermediate transformation. In electrical distribution a double transformation is necessary: a transformation into electrical energy by a dynamo, and retransformation back into mechanical energy by an electric motor. This double transformation involves waste of power and increase of capital expended.


    On the other hand, a wire rope transmission introduces friction losses. The principal source of waste in rope transmission is the friction in the journals of the wheel shafts. The friction losses become larger as the distance increases, because more pulley stations have to be introduced, while the conversion losses of electric transmission are independent of distance. (There were transportation losses for electricity, too, but these were comparatively small). Beyond a certain distance, a wire rope transmission loses its advantage over electricity.


    The efficiency of telodynamic transmission was carefully examined by Ziegler, one of the better known manufacturers. He made experiments at Oberursel, where 104 hp was transmitted over a distance of 963 m, in seven spans of about 122 m each. Ziegler’s measurements showed that total loss of work over eight stations was 13.5 hp, which comes down to an efficiency of about 87 percent. The loss of energy was about 1.7 hp per pulley station.


    From this he calculated that the efficiency of a wire rope transmission was 97 percent for a single span (two pulley stations), 95 percent for two spans (three pulley stations), 93 percent for three spans (four pulley stations), and 90 percent for five spans (six pulley stations). For nine spans (ten pulley stations), efficiency went down to 85 percent.


    Another investigation, published in 1886, showed that wire rope had an efficiency that was largely superior for distances up to 900 m (3,000 feet), compared to the main competing technologies (electric, hydraulic and pneumatic transmission). Telodynamic transmission retained this advantage up to a distance of about 4,600 m (15,000 feet), beyond which it was defeated by electricity. In other words, wire rope lost its advantage over electricity when more than 35 pulley stations were involved. Were a wire rope transmission to be used over a distance of 18 km (60,000 feet), efficiency would go down to 13 percent. [8]


    Note that the results are for a full load — both electrical and wire rope transmission would have been much less efficient at partial loads. Also note that the results for wire rope transmission involve power transmission in a straight line — every angle station would introduce additional losses. With regards to cost, Hunter notes that copper wire was 1.4 times more expensive than wire rope, and all nineteenth-century authors state that wire rope transmission was cheaper in construction and use than electricity, even though the ropes had to be replaced every two to five years.


    How Would a Present-day Wire Rope Transmission Compare to Electricity?


    The advantages of rope transmission calculated in 1860 and 1886 still hold today. The only difference would be that a comparison of a rope drive and an electrical transmission would now show much better efficiencies for electricity at distances of 10 or 20 km (30,000 or 60,000 feet). In the 1880s, electricity was still transmitted by low voltages, which is much less efficient at longer distances than the high voltages that we use today. With high voltages, the losses are only 3 percent over a distance of 1,000 km [9].


    However, the efficiency of electricity would still be lower than that of a wire rope transmission over a relatively short distance, because of the double energy conversion that is required to move mechanical energy using electricity. The combined energy losses in a modern electric motor and generator are about 15 percent, which makes the double energy conversion 85 percent efficient [10]. This is better than the 69 percent efficiency in 1889, but still inferior to the efficiency of a nineteenth century wire rope transmission up to a distance of at least 1 km (3,000 feet).


    Of course, it is not fair to compare a nineteenth-century wire rope transmission with a 21st-century electric transmission. With today’s knowledge and materials, a rope transmission could be improved in two ways: by using stronger and/or lighter ropes, and by running them at higher speeds. The result would be that more power can be transmitted over longer distances with less friction loss. In 1894, Unwin noted that:


    The amount of work transmitted by a cable is proportional to the product of the effective tension (difference of the tension in the tight and slack sides) and the speed. To transmit power by manageable cables, the strongest material must be used for the cables, and they must be run at the highest practicable speed.


    Substituting Velocity for Mass


    This brings us to the basic physics of rope power transmission: in executing mechanical work, force can be transformed into velocity and vice versa. In a rope drive, energy can be transmitted at considerable velocity and little force, while at the receiving station it can be delivered in the generally more useful form of large force and little velocity. Increasing the speed of the transmission has a similar effect as increasing the diameter of the rope.


    If a rope with a diameter of 2.5 cm (1 inch) can transmit 50 hp at a velocity of 20 feet per second (22 km/h), the same rope could transmit 250 hp at a velocity of 100 feet per second (110 km/h). Conversely, if a rope with a diameter of 2.5 cm can transmit 50 hp at a velocity of 20 feet per second, a rope of only half that diameter could deliver the same amount of power if it was running at twice the speed, and should run at a velocity of 200 feet per second (220 km/h) in order to transmit 250 hp.


    Theoretically, there are no limits to power transmission by rope. “To put an extreme illustration,” wrote Albert Stahl in 1889,“we may conceive of a speed at which an iron wire as fine as a human hair would be able to transmit the same amount of work as the original one-inch rope.” Conversely, we could argue that if we could learn how to run ropes fast enough, a ship hawser could transmit the power of an entire nuclear plant [11]. While this is far from reality at this point, we do have better ropes than 120 years ago, and we can run them faster.


    In the nineteenth century, the maximum power able to be transmitted over a single wire rope transmission was about 300 hp. Unwin explains that:


    The amount of power which is practically possible to transmit by a single cable is limited. It is not possible by increasing the size of the cable to transmit an indefinetely large amount of power. The cables become too heavy to be manageable, and the pulleys too large in diameter. (...). The peripheries of the driving wheels may have an anular velocity as great as convenient; the only limit, in fact, being that the speed shall not be so great as to involve any danger of destroying the wheels by centrifugal force. One hundred feet per second has been adopted as the greatest practicable speed.


    Running Stronger Ropes at Higher Speeds


    Today we have ropes made of artificial fibers, which have a similar tensile strength to wire ropes, but at one fifth the weight. Such ropes make it possible to place pulley towers further apart, reducing the friction loss and improving the efficiency of a rope transmission over longer distances. We could also try to run thicker ropes if they are lighter, thereby converting an efficiency advantage into a higher power capacity.


    It’s also possible to build sturdier pullies, allowing us to run these ropes faster. Higher speeds would allow more power to be transmitted at the same rope diameter, or further improve efficiency (because we can transmit a similar amount of power using lighter ropes). Albert Stahl already foresaw this possibility in 1889:


    The wheels themselves are made as light as is consistent with strength, not only for the sake of reducing the friction on the journals of their shafts to a minimum, but for the equally important object of diminishing the resistance of the air. It can hardly be doubted that abandoning spokes entirely, and making the pulley a plain disk, would considerably improve the performance, could such discs be made at once strong enough to fulfill the required functions, and light enough not materially to increase friction.


    More Efficient for Small-scale, Decentralized Energy Production


    Most telodynamic installations disappeared before the end of the nineteenth century, although some remained in use until the 1930s. Wire rope transmission lost the fight against electricity, mainly because the power network became ever more centralized — ever larger power plants would send their power over ever larger distances, which could not be bridged efficiently by wire ropes.


    Furthermore, a wire rope transmission did not offer a solution for the “last mile” in power transmission. It couldn’t be used to distribute power to a great number of individual machines in a factory, because a wire rope transmission was not useful under a distance of about 15 m. In such cases, a wire rope transmission could not operate without millwork. Although the use of fibrous ropes had improved the workings of millwork, in this regard telodynamic transmission could not compete with the alternatives. Electricity, compressed air and hydraulic transmission offered an overall solution for both short and long-distance power transmission.


    In spite of these drawbacks, power transmission by ropes might have a place in our energy systems. Today, there is a trend towards small-scale, decentralized power production, based on renewable energy sources. These solar panels, water turbines or wind turbines generate electricity, but whenever we need to produce mechanical energy, eliminating the step of generating electricity could result in a somewhat less practical, but more efficient use of energy.


    For instance, it is more efficient to power a circular saw by mechanical energy produced by a modern version of an old-fashioned windmill or waterwheel than to convert the mechanical energy generated by wind or water to electricity by a turbine, and then convert it back into mechanical energy for powering the sawing machine. If power transmission is required in such a scenario, a wire rope transmission would be the most efficient choice.


    Long-distance Rope Drives


    Another advantage of a wire rope transmission is that it can double as a transportation system, combined with an aerial ropeway for goods or passengers. It was not unusual to tap power from a gravity-powered aerial ropeway to power a crane or other machinery. The combination of a wire rope power transmission with an aerial ropeway only works at lower speeds, so that power transmission capacity is limited. (An aerial ropeway was generally five times slower than a rope power transmission). Still, this could offer interesting advantages for small-scale power production, especially in mountainous areas.


    It may be that the future of wire rope transmission lies in long distance power transmission after all, at least vertically. The only research field that dedicates itself to rope drive technology these days is that of high-altitude kite power. Kites could harvest large amounts of energy at high altitudes, where winds are stronger and steadier. Transmitting this energy to Earth is most advantageously done by mechanical power transmission, says researcher Dave Santos from KiteLab Group:


    Electric cables would be too heavy. With kites, power-to-mass-plus-aerodrag is critical, and the mechanical case wins by a large factor. Wire rope is not quite so amazing as our new materials, but good enough for a critical advantage over electrical. The main challenge is to learn how to drive ropes at speeds of hundreds-of-miles-an-hour.


    Ultimately, the rope drive may turn out to be useful for the same reason it was originally designed: it could unlock the potential of awkwardly-situated sources of renewable energy. ←
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        A wire rope transmission enters a paper factory in Heilbronn, Germany, 1921. Fotosammlung Stadtarchiv Heilbronn. Image by Carl Fleischmann.
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        A factory interior in Germany. Collection Bruno Sternegg.
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        A wire rope transmission between buildings.
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        Different types of wire rope transmission.
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        A wire rope transmission along the river. Collection Bruno Sternegg.
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        The Schaffhausen wire rope transmission in 1896. Stadtarchiv Schaffhausen.


      


    


  


  

    

      

        [image: ]

      


      

        The Schaffhausen wire rope transmission in 1896. Stadarchiv Schaffhausen.
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    How to Make Everything Ourselves: Open Modular Hardware


    


    A modular system unites the advantages of standardization (parts can be produced cheaply in large amounts) with the advantages of customization (a large diversity of unique objects can be made with relatively few parts).


    Reverting to traditional handicrafts is one way to sabotage the throwaway society. In this article, we discuss another possibility: the design of modular consumer products, whose parts and components could be re-used for the design of other products.


    Initiatives like OpenStructures, Grid Beam, and Contraptor combine the modularity of systems like LEGO, Meccano and Erector with the collaborative power of digital success stories like Wikipedia, Linux or WordPress.


    An economy based on the concept of re-use would not only bring important advantages in terms of sustainability, but would also save consumers money, speed up innovation, and take manufacturing out of the hands of multinationals.


    Modular Products


    A modular system unites the advantages of standardization (as parts can be produced cheaply in large amounts) with the advantages of customization (since a large diversity of unique objects can be made with relatively few parts).


    Modularity can be found to a greater or lesser extent in many products (like bicycles and computers) and systems (like trains and logistics), but the best examples of modular systems are toys: LEGO, Meccano, and Erector (which is now the brand name of Meccano in the US).


    LEGO, Meccano and Erector are composed of relatively few elementary building blocks, which can be used to build various objects. The parts can then be disassembled and re-used to build something completely different. Apart from the elementary buildings blocks, these manufacturers have produced many more specific building blocks, which are less versatile, but further increase customization possibilities.


    All the building blocks in a set of LEGO, Meccano or Erector fit together because they are designed according to a set of specific rules. The holes (Meccano and Erector) or studs (LEGO) have a precise diameter and are spaced apart at specific distances. In addition, the dimensions of the building blocks are precisely matched to each other.


    The long lasting success of LEGO, Meccano and Erector (which appeared on the market in 1947, 1902 and 1911 respectively) is based on the fact that those rules have never changed. All new buildings blocks that were added in the course of the years are compatible with the existing ones. Today, kids can expand their collection of these toys with that of their parents or grandparents, and they are worth as much on the second hand market as they are worth new.


    Grid Beam, Bit Beam, Open Beam, Maker Beam and Contraptor


    The same principle could be applied to everyday objects, from coffeemakers to furniture, gadgets, cars and renewable energy systems. All you need is a standardization in design. The design rules can be very simple, as is the case with Grid Beam.


    This modular construction system, which was developed in 1976, is based on beams with a simple geometry and a repetitive hole-pattern. The beams can be made of wood, aluminium, steel, or any other material.


    In spite of the simplicity of the design, a great variety of objects can be constructed. Grid Beam has been used to make all kinds of furniture, greenhouses, constructions for workshops and industrial processes, windmills, wheelbarrows, agricultural machinery, vehicles, sheds and buildings (a book about the system was published in 2009, and can be found online). Grid Beam was inspired by a system envisioned by Ken Isaacs in the 1950s, Living Structures, which used similar beams but contained only a few holes.


    In recent years, several systems have appeared that use a very similar set of rules, based on a repetitive hole pattern. Bit Beam is basically a scaled-down version of Grid Beam, aimed at building smaller structures in balsa-wood, like a laptop stand or a prototype device. Contraptor uses a similar approach, but is aimed at providing structural metal frames for DIY 3D-printers, milling machines, or robotics.


    OpenBeam and MakerBeam are also modular construction systems based on very simple rules. These are not based on a hole-pattern, but use T-slot aluminium profiles. Makeblock combines both approaches and includes electronic modules.


    Most of these construction systems are limited to the design of frameworks. There is one system, however, that offers much more possibilities, because it is based on a more sophisticated set of rules: OpenStructures. The project was kicked off in Brussels in 2007. Unlike all the projects above, OpenStructures is still in an experimental phase. However, it is interesting enough to look at in more detail, because it best shows where modular construction systems may be headed in the future.


    OpenStructures


    The first basic rule of OpenStructures is shared with Grid Beam and similar systems: all parts are connected to each other in such a way that they can be easily disassembled, using bolts and screws rather than nails or glue. However, the OpenStructures design “language” is different: it is based on the OS Grid, which is built around a square of 4 × 4 cm and is scalable. The squares can be further subdivided or put together to form larger squares, without losing inter-compatibility.


    The borders of the squares mark the cutting lines (which define the dimensions of square parts), the diagonals determine the assembly points, and the circles define the common diameters. As is the case with LEGO, any modular part has to comply with at least one of these conditions in order to be compatible with other parts. Either the dimensions have to correspond with the horizontal and vertical lines, or the assembly points should be spaced according to the grid, or the diameters should be similar.


    While this set of rules is more sophisticated than that of the Grid Beam system, complicated it is not. Nevertheless, it allows for the design of a much larger variety of objects, not just square or rectangular frames. Over the course of five years, OpenStructures has yielded objects ranging from household devices to cargo bicycles, suitcases and furniture.


    Open versus Closed Modular Systems


    In spite of the similarities, there is one fundamental difference between modular construction systems such as OpenStructures, Grid Beam and Contraptor, and modular toys such as LEGO, Meccano and Erector. The first group consists of “open” modular systems, where everyone is free to design and produce parts, while the second consists of “closed” modular systems, where all parts are designed and produced by one manufacturer. Closed modular systems produce uniform parts. For instance, all LEGO building blocks are made of plastic. LEGO does not produce building blocks made of wood, aluminium, glass or ceramics. There is a limited range of colours. And because LEGO is a closed system, nobody else is allowed to produce LEGO pieces.


    There exist modular construction systems that operate according to the same principles, like the T-profiles made by 80/20 inc. However, in the modular construction systems that we have introduced above, everyone is allowed to design and produce parts, as long as these parts are compatible with the basic set of rules. We find the same approach with open software, like Linux (an operating system), OpenOffice (office software) or WordPress (a blogging platform). The computer code for these systems is being written by a large amount of people, who all build a part of something larger. Because all participants stick to a basic set of rules, a great amount of people can, independently of one another, add parts that are inter-compatible.


    An open modular system has many advantages over a closed modular system. Since anyone can design parts in an open system, it generates a much larger diversity of parts: they can be made in different colours and materials, and none of the producers can set a fixed price for all consumers. And because many designers constantly review, adapt and improve each others’ work, innovation is accelerated. All open software systems described above are arguably better than their closed counterparts, and some of them have become more successful. A closed modular system only has one advantage: the one who holds the copyright makes a lot of money.


    Sustainable Consumer Goods


    Modular construction systems encourage the re-use of physical parts, and thus form a sustainable alternative to our present-day system of producing consumer items. Most products that we buy end up in landfills or incinerators within a couple of years, at most. This is because the majority of manufacturers encourages consumers to replace their products as quickly as possible, either by designing objects that break down easily, or by introducing new generations of products which make the former generation of products obsolete. This approach not only generates a massive pile of waste, it squanders an equally massive amount of energy and raw materials.


    Consumer products based on an open modular system can foster rapid innovation, without the drawback of wasting energy and materials. The parts of an obsolete generation of products can be used to design the next generation, or something completely different. Furthermore, modular objects have built-in repairability.


    Open modular construction systems could greatly speed up the diffusion of low-technologies, such as pedal-powered machines, solar thermal collectors, velomobiles or cargo cycles.


    Building a windmill or a cargo bike goes much faster when using modular parts than when using carpentry or welding, and there is no need for expensive tools or special skills. Mistakes can be easily corrected — just unscrew the bolts and start again. It would also be interesting to see modular parts combined with an open hardware project such as the Global Village Construction Set, which generates many interesting designs but makes limited use of modularity.


    Circulation of Parts


    “While eBay provides a circulation of objects, and cradle-to-cradle provides a circulation of materials, modular construction systems provide a circulation of parts and components,” says Thomas Lommée, the creator of OpenStructures. “Our ambition is to create puzzles instead of static objects. The system should generate objects of which it is not entirely clear anymore who designed them. An object evolves as it is taken in hands by more designers.”


    The kitchen appliances that were designed in the context of the project are good examples. A couple of parts were initially made for a coffee grinder, were then used, together with new parts, by another designer to build a coffeemaker. This appliance was then further developed into a water purification device by a third designer. The plastic bottle that served as a water container was replaced by a cut through glass bottle containing a clay filter. Thomas Lommée: “By adding or removing components, or by using them in a different manner, what you get is a family of objects.”


    Cargo Cycle


    Another prototype that originated from the project, is a cargo cycle. The rear is a sawed through frame of a standard bicycle, the end of which is compatible with the OS Grid. This means that the front of the cycle can be built up in a modular way. Designer Jo Van Bostraeten used this opportunity to design both a cargo bicycle and a cargo tricycle (the latter is carrying a 3D-printer), and it doesn’t end there. Together with Lommée, he also constructed a modular motor block. The unit consists of an electric motor and wheels, on top of which a similar unit can be placed that holds a battery. Since the units are compatible with the OS Grid, they can be coupled to the front of the cargo cycle, resulting in a completely modular motorized cargo vehicle.


    The latest “family” of objects to come out of the project is aimed at children. It is noteworthy that this collection arose from one component of the cargo cycle—the container. It is built up from modular parts that can be bolted together, and can thus be combined in different ways. A couple of designers got started with those parts, resulting in (among other things) a sled, a seat, a toy excavator, and a swing. When the child becomes an adolescent, the parts can be used to make a suitcase or a tool box, or become part of a cargo cycle that could make him or her some pocket money.


    More interesting than the objects themselves, is their user support system. Grid Beam is obviously a product from the pre-internet age. Those who want to copy a design are encouraged to look at a picture of someone else’s creation and “count the holes.” OpenStructures, on the other hand, leans heavily on online user support. The re-use of parts is being facilitated by an online database that can be used in three ways.


    A Modular Database


    First, you can request an overview of all objects that were designed based on the OS grid. The webpage for each object then shows you the parts and components from which it is made. Second, you can request an overview of all parts that were designed based on the OS grid. The webpage for each of these shows you which components and objects they could serve. Third, you can request an overview of all components. The webpage for each component shows you their parts and the objects they can be used for.


    The webpage for each part, component and object also gives additional information: the dimensions, the materials, the designer’s name, the licence and the order information. To add to this, all parts and components receive a serial number. This means that after a modular object is taken apart, the serial number of each part and component can be entered into the database to see what else can be made with it. Missing parts can be obtained via the database: either by ordering them online, by finding the address of a shop where they sell them, or by downloading the digital design and making them.


    Not Everyone is a Designer


    Open modular construction does not mean that everyone should make their own consumer products. An object like a coffee maker or a workbench could be obtained in at least three ways. Firstly, the consumer can download the digital design and then assemble the object with parts that he or she buys, re-uses, or makes using a 3D-printer or laser cutter, whether at home or at a fab lab or tech shop. It can also happen in a more low-tech fashion, as is the case with Grid Beam: the consumer buys wood or metal beams, and drills the holes himself.


    A second option is that a company buys the license of the design (if it is not free) and converts it into a building kit, comparable to a kit from LEGO, Meccano or Erector. In this case, the consumer would not have to search for the parts himself, but he still assembles the product himself, just like he would assemble a piece of furniture by IKEA.


    Similarly, a company could offer a more general building kit, which can be used to make whatever one would like, similar to a box of basic LEGO bricks. Bit Beam, Contraptor, Open Beam, Maker Beam and, recently, Grid Beam offer one or both of these options. The third possibility is that a manufacturer places the object on the market as a finished, assembled product. The coffee maker or the workbench would then be sold and bought just as any other product today, but it can be disassembled after use, and its parts can be re-used for other objects.


    Economic Model: Who Produces the Parts?


    While the design process behind OpenStructures and other open modular construction systems is identical to that of digital products such as Wikipedia, Linux or WordPress, there is also a fundamental difference. Computer code and digital text accumulate without any material costs. This is not the case with objects. This makes open modular hardware less easy, but it also creates economic opportunities. It’s hard to make money with open software or online writing. However, in the case of an open modular system for objects, someone has to provide the materials.


    It is also important that the parts are produced by as many manufacturers as possible, so that they are available worldwide. Otherwhise, the shipping costs can be so high that a modular object becomes too expensive.


    There are many opportunities to make money with an open modular construction model. A manufacturer can choose to produce a part in which they sees economic potential. Another manufacturer can choose to sell a building kit or a finished product of a design they think will sell. A designer can make money by uploading a design that might be free to download for personal use, but not for commercial use. A manufacturer that wants to commercialise this design, can then buy the licence from the designer.


    Craftsmen can focus on the design of exclusive, handmade parts in special materials, which are compatible with popular mass produced items. Others can start a fab lab or a tech shop where people can build their own modular objects for a monthly fee. In short, an open modular construction system offers economic opportunities for everybody.


    Collaborative Economy


    “It is not our ambition to build a gigantic factory that produces all possible parts,” Lommée notes.


    OpenStructures should not become a modular IKEA. Our ambition is the creation of a collective economic system, where one producer benefits from the production of another producer. Because parts which are made by one, can be used by another. What we would like to see, are streets full of little shops where everybody generates their own little part of a larger system, a collaborative economy where small, self-employed producers have their place. Not one big player that makes everything. The social dimension is very important.


    If IKEA wants to sell a product that is compatible with our system, then that’s fine with me. But the system can only work if it remains open. The larger it becomes, the easier it is for a small company or a craftsman to be a part of it. The ambition is to start a universal, collaborative puzzle that allows the widest possible range of people — from craftsmen to multinationals—to design, build and exchange the widest possible range of modular parts and components.


    Organizing Re-use


    Apart from a design language (the OS grid) and an online database, OpenStructures also has set up a prototype of a warehouse in Brussels. This kind of place should become the hub for the organization of the re-use of parts and components. Think a fab lab or tech shop, but then combined with the storage of modular parts. If a modular product is no longer needed, and the owner does not feel like using the parts to build something new, he or she brings it to one of these places, where it is taken apart, and its parts are stored.


    Other people could come to this place to buy parts or to use them on site to build something new. As Lommée says: “Not everyone has to make their own products, but after its useful life, a modular product always comes into the hands of a group of people who like to make things.”


    Compatibility between Open Modular Systems


    While it is still in an experimental phase, OpenStructures is by far the most ambitious and complete open modular system designed to date. However, being a European project, it follows the international metric system, while the much older Grid Beam follows the imperial system. The systems are not compatible. With more and more open modular systems appearing, would it not be important to provide inter-compatibility between them?


    Lommée doesn’t think so:


    Most of these systems are designed for different applications. For instance, Contraptor aims at precision, because the parts are used to build robots and other sophisticated machines. Esthetics are clearly not important. I am a designer, so what interests me especially is whether or not a modular system can generate beautiful objects, things you would want to put in your interior. There is also Wikispeed, for instance, which concentrates on the development of a modular car. Arduino is aimed at electronics. I don’t think that all of these modular systems have to be compatible with each other because the applications are very different.


    He goes on to explain why he chose the metric system.


    I have been doubting a lot about this. But in the end I decided that the metric system is easier to work with. And I think the world is big enough for two systems—just look at the variety of energy standards which are in use. Somebody has developed a European version of Contraptor, based on the metric system and compatible with the OS grid. And it is always possible to design a coupling between two systems, so that they can be used together. On the other hand, we live in a networked world where everything is connected and copied. This often means that when standards compete, only one survives. And this is not necessarily the best one. I’ll keep my fingers crossed. ←
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        OpenStructures’ design guidelines allow everybody to design compatible parts and components independently from one another.
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        OpenStructures’ design guidelines allow everybody to design compatible parts and components independently from one another.
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        Open source water boiler. Design by Jesse Howard in collaboration with Thomas Lommée. Pictures by Thomas Lommée and Kristof Vrancken.
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        OpenStructures suitcase, using the same container as the cargo bike. Design and picture by Marijn Van Der Pol.
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        OpenStructure cargo bike. Design by Jo van Bostraeten. Picture by Kristof Vrancken.


      


    


  


  

    

      
				


      
				


    


  




  

    Electric Velomobiles: as Fast and Comfortable as Automobiles, but 80 Times More Efficient


    


    About a quarter of the existent wind turbines would suffice to power as many electric velomobiles as there are people.


    Both the velomobile and the electric bicycle increase the limited range of the cyclist — the former optimises aerodynamics and ergonomics, while the latter assists muscle power with an electric motor fuelled by a battery.


    The electric velomobile combines both approaches, and so maximizes the range of the cyclist — so much so that it is able to replace most, if not all, automobile trips.


    While electric velomobiles have a speed and range that is comparable to that of electric cars, they are up to 80 times more efficient. About a quarter of the existent wind turbines would suffice to power as many electric velomobiles as there are people.


    Cycling Distance


    Few people find the bicycle useful for distances longer than 5 km (3 miles). In the USA, for instance, 85 percent of bicycle trips involve a trip of less than 5 km. Even in the Netherlands, the most bicycle-friendly country in the western world, 77 percent of bike trips are less than 5 km. Only 1 percent of Dutch bicycle trips are more than 15 km (9 miles). In contrast, the average car trip amounts to 15.5 km in the USA and 16.5 km in the Netherlands, with the average trip to work being 19.5 km in the USA and 22 km in the Netherlands.


    It’s clear that the bicycle is not a viable alternative to the car. Depending on his or her fitness, a cyclist reaches cruising speeds of 10 to 25 km/h, which means that the average trip to work would take at least two to four hours, there and back. A strong headwind would make it even longer, and when the cyclist is in a hurry or has to climb hills, he or she would arrive all sweaty. When it rains, the cyclist arrives soaking wet, and when it’s cold hands and feet would freeze. Longer trips on a bicycle also affect the body: wrists, back, shoulders and crotch all suffer, especially when you choose a faster bike.


    An electrically-assisted bicycle solves some of these problems, but not all. The electric motor can be used to reach a destination faster, or with less effort, but the cyclist remains unprotected from the weather. Longer trips would still cause discomfort. Moreover, the range of most electric bicycles (about 25 km or 15.5 miles) is just large enough for the average one-way trip to work, which means that it will not suffice for all commutes.


    The Advantages of an Electric Assist Velomobile


    The velomobile—a recumbent tricycle with aerodynamic bodywork — offers a more interesting alternative to the bicycle for longer trips. The bodywork protects the driver (and luggage) from the weather, while the comfortable recumbent seat eases the strain on the body, making it possible to take longer trips without discomfort. Furthermore, a velomobile (even without electric assistance) is much faster than an electric bicycle.


    At speeds below 10 km/h (6 mph), rolling resistance is the biggest challenge for a cyclist. Air resistance becomes increasingly influential at higher speeds, and becomes the dominant force at speeds above 25 km/h (15.5 mph). This is because rolling resistance increases in proportion to speed, while air drag increases with the square of speed. Because a velomobilist has much better aerodynamics than a bicyclist—the drag coefficient of a velomobilist is up to 30 times lower—he or she can attain higher speeds with the same effort.


    On the downside, a velomobile is heavier than a bicycle, which means that it takes more effort to accelerate and to climb hills. Acceleration is inversely proportional to the mass of a vehicle, so a velomobile uses roughly twice as much energy during acceleration than a bicycle, depending on the weight of the driver and vehicle.


    If rigged with an electric auxiliary motor, the weak points of the velomobile—its slower acceleration and climbing speed—are eliminated. At the same time, a motor accentuates its advantages by further improving on the range of a cyclist. Last but not least, a battery will give a much better range in the velomobile, due to its better aerodynamics.


    Test Driving a Ferrari


    In August, I test drove an electrical velomobile—the eWAW, a vehicle that is sold by Fietser.be—in and around Ghent, Belgium. Brecht Vandeputte, the driving force behind the Belgian manufacturer, accompanied me in an unassisted WAW during a one and a half hour trip through the city and along the tow path of the river Schelde.


    The WAW velomobile (without electrical assistance) was originally developed for winning human-powered vehicle races. It was adapted for daily use with the addition of, among other things, a leakproof rear tyre, open wheel arches (which make the vehicle more agile), an adjustable seat, and a more durable body—which consists of a carbon roll bar and safety cage surrounded by aramid crumple zones. The WAW is known worldwide, at least among velomobilists, as one of the fastest velomobiles available on the market—some call it the Ferrari of the velomobiles.


    The WAW stands out because of its weight (it is 28 kg, as opposed to 34 kg, the weight of the most popular velomobiles, the Dutch Quest and Alleweder) and its low center of gravity (it has a ground clearance of only 9 cm and a height of just 90 cm). Along with a wide wheelbase, a hard suspension, and precise steering (it uses two gear sticks instead of one), this results in high speeds and excellent handling, even on sharp corners. Of course, the WAW also has the drawbacks you can expect from a real sports car, like the very basic interior finish and the fact that the vehicle rattles like a box of rocks when you ride it over a cobblestone road. If road conditions are bad, other velomobiles with more comfortable suspension will be a better choice.


    The eWAW that I drove has everything that the WAW has, plus an electric motor of 250 watts and a surprisingly small battery of 288 Wh, which takes you 60 to 130 km further (37 to 81 miles). The battery and the motor add only 5 kg, bringing the total weight of the vehicle to 33 kg. This is comparable to the weight of other velomobiles without electric assistance. Hence, this pedal powered Ferrari is more than 10 kg lighter than other velomobiles, with a 250 watt electric assistance, such as the hybrid Alleweder and the e-Sunrider, which weigh 45 kg.


    Cycling at 50 km/h


    So how fast is the WAW, and how much faster is the eWAW? First of all, the eWAW is a hybrid vehicle, but the biomass powered motor, also known as the driver, is not included in the package. Because the driver always provides the main part of the total power output, the speed of the vehicle will depend on the power that he or she can deliver. There is no better illustration of this than my test drive. Over a period of about an hour and a half, Brecht and I managed to reach an average speed of 40 km/h (25 mph)—I was in the eWAW and had the regular assistance of the electric motor, Brecht was in a WAW without pedal assistance.


    Cycling literature makes a distinction between three types of cyclists: people with an average fitness level, people with a good fitness level, and top athletes. Riders with an average fitness can maintain a power output of 100 to 150 watts over a period of one hour. Riding a WAW, this translates to speeds of 35 to 40 km/h in ideal conditions—an unobstructed racetrack, and a completely closed vehicle. Drivers with a good fitness level can deliver 200 watts of power over a period of one hour, which translates to speeds of 45 to 50 km/h under the same circumstances. With 250 watts of power, the electric motor of the eWAW gives a person with an average fitness level (like me) the power output of an athlete (100 + 250 watts = 350 watts).


    Maximizing Range and Efficiency


    I am a speed freak, so when I found myself on a nice, open stretch of road, the first thing I did was start the motor at full throttle and pedal like a madman at the same time. If I could have more than 350 watts at my disposal, I calculated, I must be able to reach speeds of at least 70 or 80 km/h (40 to 50 mph). However, my attempt to go any faster than 50 km/h (30 mph) left me frustrated—the vehicle lacks the high gears needed for those speeds.


    Why? Because the eWAW is designed for maximum efficiency. The electric motor is intended to be used for acceleration only (and for climbing hills). Once the velomobilist reaches a cruising speed of about 40 to 50 km/h, he or she switches to pedalling alone.


    The eWAW does not increase the cruising speed or top speed of the unassisted WAW, although it does increase the average speed because it speeds acceleration. This is a different approach from the electric bicycle, where pedal assistance is continuous at normal cruising speeds. With regards to efficiency, the concept behind the eWAW makes much sense.


    A cyclist needs less energy to accelerate than a velomobilist does (because of the bike’s lighter weight) but more energy to keep up speed (because of its weak aerodynamics). In contrast, a velomobilist needs more energy to accelerate than a bicyclist does (because of the vehicle’s heavier weight) but less energy to keep up speed (because of its excellent aerodynamics).


    Because it takes more energy to accelerate in an eWAW than to drive it at a constant speed, the engineer’s choice to assist the driver only during acceleration is smart; it increases the range of both the cyclist and the battery. The electric motor supports the driver during peak efforts, so that his or her endurance will increase spectacularly. (Peak efforts have a detrimental effect on endurance, while pedalling at a steady pace can be done for hours.) Meanwhile, the driver offers the same service to the battery. Because the electric motor is shut off at cruising speed, the battery range increases considerably.


    This said, the driver of the eWAW can choose to use the motor at cruising speed, because it can be operated at his or her will by means of a throttle. This is how I drove the vehicle. As a consequence, the battery lasted “only” 60 km (37 miles), but at least I could keep up with Brecht.


    80 times More Efficient than Electric Cars


    Mounting an electric engine in a velomobile is controversial among velomobilists, just as an electric bicycle is skewed by many biking aficionados. However, when we compare the eWAW with the electric car, still viewed by many as the future of sustainable transportation, it’s a clear winner. In fact, the electric velomobile is everything what the electric car wants to be, but isn’t: a sustainable alternative to the automobile with combustion engine. It is nearly impossible to design a personal, motorized and practical vehicle that is more efficient than the eWAW.


    A simple calculation can illustrate this claim. Imagine that all 300 million Americans replace their car with an electric velomobile and all drive to work on the same day. To charge the 288 Wh battery of each of these 300 million eWAW’s, we need 86,4 GWh of electricity. This is only 25 percent of the electricity produced by existing American wind turbines (on average per day during the period July 2011 to June 2012,). In other words, we could make a switch to private vehicles operating on 100 percent renewable energy, using existent energy plants.


    Now imagine that all 300 million Americans replaced their cars with an electric version like the Nissan Leaf, and all drive to work on the same day. To charge the 24 kW battery of each of those 300 million vehicles, we need 7,200 Gwh of electricity. This is 20 times more than what American wind turbines produce today, and 80 times more than what electric velomobiles need. In short: scenario one is realistic, scenario two is not.


    Even if we all started carpooling, and every electric automobile could carry five people, there remains a large gap in efficiency. Charging 60 million electric cars would still require 16.6 times more electricity than charging 300 million eWAW’s. The electric velomobile also makes it fairly easy for a driver to charge his or her own vehicle. A solar panel of about 60 watts (with a surface area of less than one square meter) produces enough energy to charge the battery, even on a dark winter day.


    In Europe, it would take an even smaller share of the existent wind turbines to charge every European’s eWAW. For the sake of thoroughness, it should be mentioned that the bio-motor also requires energy: the driver needs to eat, and this food needs to be produced. But since western people eat too much, and then drive their cars to the gym in order to lose excess fat, this factor can be safely ignored.


    Range Anxiety


    The large difference in energy efficiency between electric velomobiles and electric cars is remarkable, because both have a similar range. As mentioned, the eWAW takes you a distance of 60 to 130 km, depending on how intensively you use the motor. The Nissan Leaf takes you at best 160 km, when you drive slowly and steadily, and when you don’t make use of the air-conditioning, heating or electronic gadgets on board.


    A heating system is not required in a velomobile, not even in winter, because hands and feet are protected from the wind by the bodywork, and because the driver is active (body activity is the most important factor in maintaining thermal comfort). The need for cooling in summer, on the other hand, will decrease the range—the driver will rely more on the electric motor in order to cool down.


    Interestingly, it is easier to increase the range of the electric velomobile than of the electric car, if necessary. The eWAW can be equipped with one or two extra batteries, which increases the range up to 180 km (112 miles, with continuous assistance of the motor) or 450 km (280 miles, when the motor is only used to assist acceleration). Adding two batteries to the eWAW increases the weight of the vehicle by only 6 kg, and still leaves ample space for luggage. If we suppose that the rider weighs 70 kg, then adding two batteries increases the total weight of the eWAW from 103 to 109 kg—a weight gain of 6 percent. If we apply the same trick to the Nissan Leaf (where three times as many batteries take the place of the rear seat and the trunk), total weight increases from 1,582 kg (the driver of 70 kg included) to 2,022 kg—a weight gain of 30 percent.


    Another way to increase the range of an electric vehicle is swapping batteries or fast-charging them. These options are available for both electric cars and velomobiles, but developing a charging infrastructure for electric cars is a daunting task, while doing so for electric velomobiles is easy. The battery of the eWAW not only needs 80 times less energy than the battery of a Nissan Leaf (which makes fast-charging a real option), it also weighs 73 times less (which makes swapping batteries a very low-tech operation). While we do have faster vehicles for long distances that are equally sustainable (like trains and trolleybusses), the velomobile offers an alternative for those who prefer a personal means of transportation, or for those who prefer an active lifestyle.


    When the battery of an electric velomobile drains, the velomobilist can still pedal home—at speeds above those of a bicycle. The driver of the electric car can’t do that, because his contraption is too heavy. One Nissan Leaf weighs as much as 46 eWAW’s. Most of the energy used by an electric car (and by a car with combustion engine), is used to move the vehicle itself, not the driver—the Nissan Leaf is 21 times heavier than its driver. In the case of the eWAW, this relation is reversed: the driver weighs two to three times more than the vehicle.


    Fast and Smooth Traffic


    The eWAW makes cycling a fast and comfortable option for longer distances. At a cruising speed of 50 km/h (31 mph), the average commute in the USA (19.5 km or 12 miles) would take 23.4 minutes. This compares very favourably with the car, for which the average commute time is 22.8 minutes. In the Netherlands, where road traffic is heavy, the electric velomobile is potentially faster than a car. The velomobile could cover the average commute of 22 km (13.7 miles) in 26.4 minutes, while it takes 28 minutes by car.


    Of course, a cruising speed of 50 km/h does not mean that a velomobilist can reach an average speed of 50 km/h during the whole trip. If cars could maintain their maximum cruising speed during the commute, they would be much faster than velomobiles. In reality, however, they can’t do that because of speed limits, traffic lights and traffic jams.


    Velomobiles could suffer similar delays, but there is an important difference: because a velomobile occupies much less space than a car (one car needs as much space as four velomobiles), free-flowing traffic is a much more realistic option for velomobiles. The capacity of our roads would at least quadruple if we switched from cars to velomobiles. Furthermore, the cruising speed of a velomobile does not exceed most speed limits.


    Legal Limbo


    Laws dealing with electrically-assisted cycles can vary extremely, depending on the country, state, province or even municipality. In Germany, cycles with an electric assistance of up to 250 watts and 25 km/h are considered bicycles, while cycles with an electric assistance of up to 500 watts and 45 km/h can be registered as mopeds. In Switzerland, cycles with an electric assistance of up to 250 watts and 25 km/h are considered mopeds, while cycles with an electric assistance of up to 1,000 watts can be registered as a motorcycle, in which case no speed limitation exists at all. In Austria, cycles can have an electric assistance of up to 600 watts and 45 km/h while still being considered as a bicycle.


    In the USA, limits for maximum motor power vary from 750 to 5,000 watt, depending on the state. In some states, cycles with an electric assistance of up to speeds of 30, 40 or even 60 mph (48, 64 and 94 km/h) are considered bicycles. In other states, all cycles with electric assistance are regulated as mopeds, regardless of motor power and speed. Some states have no laws and others outlaw electric cycles altogether. To make things more complicated, several countries and states also regulate things like seat height, braking distance, type of transmission, the weight of the vehicle, the diameter of the wheels or the number of wheels (some allow two and three wheels but not four wheels, others allow two or four wheels but not three wheels).


    Road regulations are even more confusing, because they are often complicated by provincial and municipal restrictions. Generally, if electric velomobiles are registered as a bicycle, they should use bike lanes and bike paths whenever possible, while velomobiles registered as mopeds or motorcycles are obliged to share the road with cars. However, there are many exceptions, effectively creating a legal limbo.


    This is in stark contrast with the laws regulating engine power and speed for cars, which are the same all over the world. In particular, both engine output and maximum speed are left completely free. This leads to the very strange fact that a car, for instance a Porsche Cayenne Turbo S with a weight of 2,355 kg, an engine of 382,000 watts and a top speed of 270 km/h can be driven anywhere on Earth, while an electric velomobile with a weight of 35 kg, a motor of 250 watts and an electric assistance of up to 50 km/h is illegal in most countries. A consequent legislation would either limit the motor output and speed of both cars and velomobiles, or leave motor output and vehicle speed unregulated in both cases, combined with maximum road speeds and speed checks.


    Towards a New Class of Vehicles?


    The complex legal situation in which the velomobile finds itself, is telling. The velomobile, and especially the velomobile with electric assistance, calls into question the validity of the existing vehicle categories. The velomobile can be described as an extremely fast and comfortable cycle, as well as a particularly efficient automobile. It is difficult to categorize, and this makes the technology so interesting. The mobility debate is characterised by an ideological divide between motorized and non-motorized options: one is either pro-automobile, or pro-bicycle. The electric velomobile shows that there is a middle-ground, offering hope that both camps might one day unite.


    In Bicycles Don’t Evolve: Velomobiles and the Modelling of Transport Technologies, Peter Cox and Frederik Van De Walle (the latter designed the WAW) advocate the velomobile as a new, separate class of vehicles. They argue that the legal uncertainty surrounding the velomobile is a consequence of a pseudo-Darwinist view on the development of vehicle technology (and technology in general). According to this mental model, the bicycle “evolved” during the early 20th century into the faster motorcycle and next into the faster and more comfortable automobile, implying a logically ordered series of improvements which reflects an inevitable progress and an increasing rationality.


    Any form of transport “further back” along the evolutionary narrative is rendered lesser, anachronistic and outmoded by its superior, more evolved “offspring.” This is why, when we are discussing sustainable transportation options for the future, we invariably start from the automobile — witness the consecutive hypes on hydrogen cars, bio-fuelled cars, compressed-air cars, and electric cars. Cycles, on the other hand, are (in most western countries) considered to be vehicles driven in leisure time, or for people who cannot afford a car.


    The (electric) velomobile does not fit in this mental model, and therefore it proves its invalidity. The speed of the electric velomobile approaches the speed of a motorcycle or automobile, while the ergonomic seating position and the protective bodywork can make it almost as comfortable as a car. Because the electric velomobile achieves all this with just a fraction of the energy used by a motorcycle or car, it can hardly be considered an obsolete or old-fashioned alternative. Moreover, the electric velomobile is as expensive to buy as a (very) small car (the eWAW costs 7,790 Euro), while we assume that cycles cost much less than cars.


    Cox and Van De Walle propose an alternative conceptual framework, a matrix consisting of four categories of vehicles: bicycle, motorcycle, velomobile and automobile. The difference between bicycle and motorcycle is also the difference between velomobile and automobile: the addition or omittance of a motor. The difference between motorcycle and automobile is also the difference between bicycle and velomobile: from an open to a closed form, that is, from riding “on” to riding “in.” The limits of the four categories are not strict: a partial or removable bodywork blurs the morphological distinction (examples are the Hase Klimax and the BMW C1), while the use of an auxiliary motor for assistance blurs the motorization distinction (as in electric bicycles and electric velomobiles).


    Thus, Cox and Van De Walle present an overview of the different types of individual transport technologies — and their hybrids — without the implicit hierarchy of values in what they call the “evolinear model.” In this mental framework, the automobile dominates. By introducing the velomobile as a fourth category, this is no longer the case. However, in the new mental framework, the automobile is not considered an enemy. Electric velomobiles, being a hybrid between a velomobile and an automobile, can be designed in many different ways. The eWAW comes very close to the unassisted velomobile. But electric velomobiles that come closer to automobiles are a possibility, too.


    Pimp up Your Velomobile


    There are roughly five variations in the design of an electric velomobile. In the first, the input of the driver is larger than that of the electric motor. This is the class of vehicles that the eWAW belongs to, if used properly. Such a vehicle would adhere to the legal description of an electrically-assisted cycle in the European Union, with the exception that the speed limit of the electric assistance is twice as high (50 instead of 25 km/h) to reflect the higher cruising speed of a velomobile. In the second configuration, the input of the driver is equal to the input of the motor. The only difference from the first configuration is that the motor also assists the driver at cruising speed, up to a limit of 45 or 50 km/h. This is the class of vehicles that the eWAW belongs to, the way I drove it.


    In the third configuration, the input of the electric motor is larger than the input of the driver. A more powerful motor would result in a faster acceleration and a higher climbing speed (and thus in a higher average speed), but not in a higher top speed because the electric assistance is shut off at 45 to 50 km/h. It would further reduce the effort needed to maintain cruising speed (if the driver is fit), or make it even easier for people with an average fitness level to reach higher cruising speeds.


    This type of velomobile exists in Germany, where more powerful motors and higher speeds are allowed if the vehicle is registered as a moped. Examples are the 500 watt Alleweder 4 and the 600 watt Alleweder 6, the 750 watt Aerorider Sport, and the 500 watt Hase Klimax 5K (not a real velomobile but a recumbent with a foldable bodywork, which can “zip off from the stoplight faster than some roadsters”). The Aerorider puts the additional motor power to use in another way: it has a more luxurious interior design, resembling that of a car, which adds comfort but also weight (the vehicle weighs 55 kg).


    The fourth possibility is to do away with the speed limitation altogether. This can be applied to all configurations described above. The motor would assist the driver automatically to whatever possible speed. The top speed will depend on the output of both the motor and the driver. These vehicles are not on the market, but it is possible to adapt one of the above described velomobiles by removing the sensor that shuts off the motor at whatever maximum speed lawmakers have decided, and by mounting higher gears. There is no mechanical limit to the speeds that this type of velomobile could achieve. There is no reason why a velomobile can’t go as fast as 120 km/h (75 mph). In fact, the speed record for an unassisted velomobile stands at more than 130 km/h (80 mph).


    Trading Efficiency and Range for Speed or Comfort


    In the fifth and last configuration we do away with the automatic activation of the motor, which is now standard in all electric cycles. In this case, the driver decides when the motor operates. This can be applied to all configurations, and the effect is always the same: the motor can also be operated when the driver is not pedalling at all. The adapted eWAW that I drove could be driven in this way for about 60 km at a speed of about 30 km/h — still fast enough to overtake all but the speediest cyclists. This is not a particularly exciting but nevertheless very pleasant way of travelling — and the bodywork makes sure that nobody knows you’re not pedalling.


    The possible configurations for electric velomobiles include electrically-assisted cycles, driver-assisted motorcycles, and fully motorized vehicles. With every step, efficiency and range is traded for speed or comfort. A more powerful motor will demand more of the battery. More batteries can be added to make up for the decreased range, but this will increase weight and thus decrease efficiency. However, because the eWAW is 80 times more efficient than an electric car, there is quite some room for pimping up a velomobile. The Alleweders with more powerful motors can be bought in Germany with batteries of 1,664 Wh — that’s still 14 times more efficient than the Nissan Leaf, for a similar range.


    Even a fully electric velomobile speeding at 100 km/h and packed with batteries would still be more efficient than a Nissan Leaf. We have argued repeatedly that automobiles should become lighter and slower in order to become more efficient, but of course the same results could be obtained by making cycles faster and heavier. ←
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        Electric velomobile. Source: Fietser.be.
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    Electric velomobiles. Source: Fietser.be.


  




  

    Cargo Cyclists Replace Truck Drivers on European City Streets


    


    A cargo cycle is at least as fast as a delivery van in the city — and much cheaper to use.


    Those with strong cycling legs have ever more jobs up for grabs in Europe these days. A growing number of businesses are using cargo cycles, a move towards sustainable and free-flowing city traffic that is now strongly backed by public authorities.


    Research indicates that at least one quarter of all cargo traffic in European cities could be handled by cycles. And, by using special distribution hubs, larger vehicles and electric assist, this proportion could be even larger.


    A cargo cycle is at least as fast as a delivery van in the city — and much cheaper to use, giving a strong economic incentive to make the switch. Cargo cycles also bring important economic advantages to tradesmen, artisans and service providers.


    City Cargo Transport


    Cargo transport in cities is extremely inefficient. As it currently stands, almost 100 percent of it is done by motorized vehicles, ranging from personal cars to commercial delivery vans and trucks (lorries).


    However, these heavy vehicles often transport very light goods. The average payload transported in European cities weighs less than 100 kg (220 lbs) and has a volume of less than 1 m3. [1] Of the 1,900 vans and trucks that enter the city of Breda in the Netherlands each day, less than 10 percent of the cargo being delivered requires a van or truck and 40 percent of deliveries involve just one box. [2]


    This means that a large share of the cargo being moved in and out of cities could be transported by cargo cycles. Fast, two-wheeled cargo cycles have a load capacity of up to 180 kg (396 lbs), while slower vehicles with three or four wheels can easily take 250 kg (550 lbs).


    Using a tandem configuration and/or an electric power assistance can help raise the load capacity even further, to about half a ton. Cargo volume ranges from at least 0.25 m3 for bicycles to more than 1.5 m3 for larger tricycles and quadricycles.


    Freight traffic takes up a large portion of total daytime road transport in cities, often as high as 50 percent in large cities, and up to 90 percent in very large cities such as London and Paris. [3]


    The “last mile” is currently regarded as one of the most expensive, least efficient and most polluting sections of the entire logistics chain. This is because traffic congestion makes the driving cycle very irregular, leading to a very high fuel consumption and a loss of time.


    Cargo Cycles Are Fast, Efficient, Clean and Quiet


    The positive ecological and social consequences of substituting cargo cycles for delivery vans are obvious: important fuel savings, less pollution, less noise, more space in a more enjoyable city, less congestion, and less serious accidents.


    However, this is not all. There are as many economic benefits as there are ecological and social benefits, though they are not so obvious at first sight.


    To begin with, cargo cycles operating in the city are as fast as, or even faster than, vans and trucks. [4] This is because they are less affected by traffic congestion, and because they can often take faster routes where trucks and vans cannot go, such as pedestrian streets, alleys or bicycle paths.


    Because cargo cycles are less affected by variable traffic conditions, journey times are more reliable. Moreover, they are able to enter the city 24 hours a day, while many Europeans cities have set very strict time windows for loading and unloading of trucks and vans. Cargo cycles have generally no difficulty finding a place to load or unload and can often stop right in front of the door or even enter a building.


    98 Percent Cheaper


    Secondly, cargo cycles are much cheaper than vans. The purchase price of an average cargo cycle does not exceed 3,000 euro, and the largest three- and four-wheeled cargo cycles with electric assist sell for about 7,000 to 10,000 euro. Buying a van sets you back at least 20,000 euro. However, for either mode of transport this cost is small compared with the running and staff costs.


    The real advantage of the cargo cycle lies in its low cost of use. A car, van or truck consumes fuel, a cargo cycle does not. Moreover, taxes, insurance, storage and depreciation are all lower for cycles than for vans, which can result in significant cost savings. [5] All together, a cargo cycle can be up to 98 percent cheaper per km than the alternatives. [46]


    These savings can be achieved without the loss of jobs. Some people promote the use of cargo cycles by saying that they will bring more jobs. However, this is only half true. If cargo cycles become more successful, other jobs will disappear, notably those of van and truck drivers.


    Because the cargo cycle is as fast as the delivery van in city traffic, and because it can move as much cargo as the van usually does, substituting cargo cycles for delivery vans will not require additional drivers. (On longer routes outside the city, this would be different). This is actually good news, because it means that labor costs will not rise. Indirectly, however, cargo cycles can indeed create jobs (see further).


    Europe Promotes Cargo Cycling


    European authorities clearly recognize the economic and ecological potential of cargo cycles. Running from May 2011 until April 2014, the EU-funded project CycleLogistics aims to reduce energy used in urban freight transport by replacing unnecessary motorized vehicles with cargo bikes in European cities.


    The project aims to expand the niche market position of cargo cycles, so that they will be viewed as a serious alternative for the transport of goods in inner cities. According to research undertaken by the project, cyclists could easily move 25 percent of all cargo in cities (considering loads up to 250 kg). [12]


    CycleLogistics will communicate the potential of cargo cycles to different target groups such as the transport sector, municipalities, service providers, tradesmen, artisans and individuals.


    In order to stimulate companies and service providers to integrate the cargo cycle into their activities, the project is lending 2,000 cargo cycles to businesses and municipal services so that they can test them out. Their use will be documented and analysed, and the findings will be published in a research paper.


    CycleLogistics will motivate municipalities to create a regulatory framework and policies for cargo cycles, and they will be testing and reporting on various cargo bike models, promoting their uptake by consumers, authorities and businesses alike; UK research has found that perception is probably the biggest single factor inhibiting the use of cycle freight. [5] The reluctance to use cycle freight is due more to a lack of information on the vehicles and options now available rather than due to entrenched attitudes against using cycle power.


    Electric Assisted Cargo Cycles in Germany


    The German Federal Ministry for the Environment has set up a similar pilot project, named “Ich ersetze ein Auto” (“I replace a car”), which began in July 2012 and will continue for two years. Contrary to the European-wide project, it will be aimed exclusively at courier services and make use of electric assist cargo cycles. Forty vehicles will be used for two years in nine major German cities.


    The cargo bikes can transport a load with a weight of 100 kg and a volume of 250 liters (0.25 m3). Because these loads can also be moved by non-assisted cargo cycles, the electric assist is aimed at further increasing delivery speeds and extending the driver’s range.


    Preliminary research by the German Institute of Transport Research showed that cargo cycles using electrical assist can replace 85 percent of car trips made by courier services in the city.


    This was demonstrated during an experiment in Berlin using an additional city hub to coordinate distribution of goods (the “Bentobox“). The German pilot project will result in a research paper detailing the economic potential of cargo cycles, the energy and emissions savings, and the necessary improvements in infrastructure and legislation.


    As mentioned earlier, the focus of cargo transport by cycles is on the “first mile” and “last mile.” Goods are delivered by vans and trucks to a (central) distribution hub, from where they are taken to their final destination by cargo cycle (or the other way around). An alternative is to use vans (or even boats or cargo trams) as mobile hubs.


    UK based cargo cycle courier Outspoken Delivery uses folding bikes in combination with trains for speedy intercity deliveries between Cambridge and London. Cargo cycles as a last mile city transport option match very well with the research into trolleytrucks for goods transport on longer distances. Of course, cargo cycles can also be complemented with fully electric light vehicles in the city, such as the Cargohopper.


    Courier Services


    A logical target group for cargo cycles are courier services. The German and the European projects aim to introduce cargo cycles to both courier companies using motorized vehicles and courier enterprises using normal bicycles. The first group can save costs and will be able to offer a faster service when replacing delivery vans by cargo cycles, while the second group can use cargo cycles to extend their market by transporting heavier and/or bulkier loads.


    An additional incentive for traditional courier services is that they will have an easier job finding employees, because the drivers do not require a (special) driving licence. Larger fleet managers already find it hard to recruit drivers. Furthermore, the relatively low price of the cargo cycle allows courier services to build a larger and more diversified fleet of vehicles. In this way, it is always possible to choose the fastest and most compact vehicle.


    Cargo cycles are already used by courier services in (for example) Brussels, Londen, New York, Berkeley, Zürich, Basel, Vienna, Graz, Rome, Reggio and San Sebastian. These are often relatively small companies, but sometimes large logistic enterprises use cargo cycles, too. DHL applies cargo cycles in 15 Dutch cities. The largest courier service to date using (electric assist) cargo cycles is the French La Petite Reine, which delivers goods in Bordeaux, Paris, Lyon and Toulouse.


    The European project CycleLogistics proposes to develop and implement a next day delivery operation in conjunction with leading national and international delivery companies, in which cargo bikes are used for the final mile delivery. Cooperation with large courier services is important because regular and frequent collections and deliveries are needed to have a sustainable business model.


    One of the main outputs of these experiments in several cities will be a formalised and transferable business model for running a cycle based courier business which can be adopted by couriers across towns and cities in Europe.


    Other companies also discover the advantages of cargo cycles, often for the delivery of their goods to customers” houses. These are often small enterprises such as suppliers of organic food, but also larger companies like retail chain FNAC who delivers products ordered online via cargo cycle in Barcelona and Madrid. IKEA puts (large) cargo cycles at the disposal of their customers in some Dutch and Danish cities.


    Tradesmen & Service Providers


    Another target group of the European cargo cycle project are commercial service suppliers, tradesmen and artisans such as window cleaners, electricians, builders, chimney sweeps, locksmiths, painters, repairmen, carpenters, gardeners, plumbers, scrap dealers, professional photographers, musicians, street and market vendors, distributors of magazines, newspapers and advertisements, and so on.


    Copenhagen has carpenters and electricians using cargo cycles, and window cleaners using cargo cycles have been spotted in Austria and in England. Home bicycle repair is another example. These services, which have been operating in many large cities for some years now, often use vans. However, a mobile bicycle repair that introduces extra automobile traffic is not very logical, so individuals in Copenhagen, Cologne, Berlin and Brussels have taken the idea one step further by using the technology they promote.


    Just as the cargo cycle brings economic advantages to courier services, so it does for tradesmen, artisans and service providers. The vehicle allows them to start a business with a much lower investment, and to operate it at considerably lower costs. No motorized vehicle is required, and even a shop is not a necessity. The cargo cycle can thus indirectly bring more (self-employed) jobs.


    Local authorities are another target group for cargo cycles. The vehicles could be used for maintenance of city infrastructure such as parks and roads, for repairs, senior citizens care, garbage collection or transporting official documents. This would lower the costs of municipal services, making it possible to use taxes for other aims (or even lowering them).


    Learning from the Past


    Many proposed applications of the cargo bicycle are everything but new. [7] During the first half of the twentieth century, service providers and artisans were among the main users of cargo cycles. Almost every profession made use of cargo cycles which were specially designed to carry the tools of their trade. These were both commercially available models as well as self-adapted vehicles.


    Cargo cycles also played an important role in the delivery of goods, mostly bread, meat, vegetables, fruit and dairy products. Again, every profession used a cargo cycle that was best suited to perform the specific duty. Cargo cycles were a large improvement over horse, donkey or dog powered carts, which were slower and much more expensive to operate.


    Delivery of goods such as bread or meat was often done using a sturdy safety bicycle equipped with cargo platforms, boxes or baskets in different sizes fixed to the frame, mostly in the front. These vehicles, which have a payload of about 75 kg (165 lbs), are known as “bakery bikes” or “butcher bikes” and can still be seen on the streets of Danish and Dutch cities.


    In the late 1920s an extended form of carrier bicycle appeared in Denmark, in which a load-carrying platform was inserted between the rider and the front wheel, which now being entirely separate from the handlebars, was steered by a tie-rod passing under the platform.


    This platform was low down for stability and ease of loading. These bikes, which earned the nick-name “long-john“ and have payloads up to 180 kg, were (and are again) used for speedy deliveries of somewhat heavier and bulkier goods. Three-wheeled cargo bikes, still known as a “bakfiets” and able to carry even heavier loads at the expense of speed, where most often used by craftsmen providing services in different locations.


    Private Use of Cargo Cycles


    A final target group of cargo cycles are private individuals. People who regularly ride bikes in cities, often still have a car in case something larger or heavier has to be transported, whether this concerns shopping, moving stuff or leisure activities.


    The cargo cycle is a much cheaper option which is just as effective. However, individual ownership of cargo cycles is impeded by limited parking space in dense, urban centers. Moreover, for people who can’t afford a car, buying a cargo cycle might still be too high an investment.


    But all this can be solved. The LastenRad Kollektiv in Vienna, Austria, rents out cargo cycles to individuals who want to transport something big or heavy and prefer not to use a car. People pay a voluntary fee, which is used to maintain the bikes. Velogistics, a project that was inspired by it, tries to do the same at a European scale, by building an online database of people owing a cargo cycle and willing to lend it.


    Will Cargo Cycles Work Everywhere?


    The potential of the cargo cycle remains unclear. Presently, research is very scarce. This is remarkable, since no other technology seems to offer so many benefits for urban freight transportation. Yet, the possibilities of cargo cycles will depend on several factors, which might make them less suited in other places.


    All cities where cargo cycles have taken off to some degree, are flat. Having to pedal a cargo cycle up a hill will raise delivery times considerably, which means loss of time compared to motorized options. Electric assist can help, but there might be better options for city cargo transport in hilly or mountainous regions, such as gravity-powered cable cars and aerial ropeways.


    Secondly, cargo cycles are especially useful in European cities with their large historical centers consisting of narrow, winding streets. In North–American cities the average speed of motor traffic in cities is generally higher because of much wider roads, and the speed advantage of cargo cycles may disappear.


    Population density also influences the usefulness of cargo cycles, which again plays into the hands of European cities. A third observation is that cities where cargo cycles are again in use already had a relatively strong bicycle culture and a decent cycle infrastructure prior to their arrival. If there is no (safe) space for cargo cycles, they cannot be used. ←
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        Velove Armadillo.
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        Butchers & Bicycles’ MK1-E cargo trike leans into turns.
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        A classic Dutch cargo trike in Rotterdam. Image by Adriana Parra.
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    The Solar Envelope: How to Heat and Cool Cities without Fossil Fuels


    


    Modern research, which combines ancient knowledge with fast computing techniques, shows that passive solar cities are a realistic option, allowing for surprisingly high population densities.


    Architects all over the world have demonstrated the usefulness of buildings which are heated and cooled by design rather than by fossil fuel energy. What has received much less attention, however, is the possibility of applying this approach to entire urban neighbourhoods and cities.


    Designing a single, often free-standing, passive solar house is quite different from planning a densely populated city where each building is heated and cooled using only natural energy sources. And yet, if we want passive solar design to be more than just a curiosity, this is exactly what we need. Modern research, which combines ancient knowledge with fast computing techniques, shows that passive solar cities are a realistic option, allowing for surprisingly high population densities.


    Passive Solar Buildings


    Passive solar design requires the knowledge to design and orientate buildings so that they can be heated by the sun. Coupled with other low-tech solutions such as thermal underwear, heated clothing and the creation of microclimates, passive solar design could all but eliminate the use of fossil fuels and biomass for heating buildings throughout large parts of the world.


    Indirectly, a passive solar house can also cancel the energy requirements for cooling and ventilation (passive cooling), and for lighting during the day. Of course, passive solar buildings can be outfitted with solar water heaters and PV solar panels, further reducing the use of unsustainable energy resources. Passive solar design does not involve any new technology. In fact, it has been around for thousands of years, and even predates the use of glass windows.


    For most of human history, buildings were adapted to the local climate through a consideration of their location, orientation and shape, as well as the appropriate building materials. This resulted in many vernacular building styles in different parts of the world. In contrast, most modern buildings look the same wherever they stand. They are made from the same materials, they follow forms that are driven by fashion rather than by climate, and are most often randomly located and oriented, indifferent to the path of the sun and the prevailing wind conditions.


    Modern buildings rely on a massive supply of cheap fossil fuels for heating, cooling, and lighting. Take the supply of cheap fossil fuels away, and they become completely uninhabitable for most of the year: they are too cold, too hot or too dark. This radical change in architectural design was caused by both the arrival of cheap and abundant energy sources and the resultant urbanization.


    The Industrial Revolution relocated millions of people from the countryside to the cities. When most of us lived and worked on farms or in hamlets, it was fairly easy to orientate one’s house towards the sun. In an urban environment, however, building orientation is generally determined by street layout, and one building can easily overshadow another. High-rise buildings further complicate solar access.


    From Solar Oriented Buildings to Solar Oriented Cities


    This does not mean that passive solar design could not be applied to entire cities. It just takes more sophisticated planning. Solar access to an individual building is determined by only four factors: latitude (the distance north or south from the equator), slope, building shape and orientation.


    Solar access to a city (or any other built-up environment) is determined by seven factors: the four just mentioned, plus the height of the buildings, the width of the streets, and the orientation of the streets. Providing ventilation in an urban environment is determined by the same factors, with the exception that latitude is replaced by prevailing wind conditions.


    While most research in passive solar design during the 1970s was directed at individual buildings, one man began forty years of research into solar oriented cities: Ralph Knowles, professor emeritus at the USC’s School of Architecture and author of three fascinating books on the topic (1974, 1981, 2006).


    Knowles developed and refined a method that strikes an optimal balance between population density and solar access: the “Solar Envelope.” It is a set of imaginary boundaries, enclosing a building site, that regulate development in relation to the sun’s motion—which is predictable throughout the seasons for any place on Earth.


    Buildings within this imaginary container do not overshadow neighbouring buildings during critical energy-receiving periods of the day and the season, and assure solar access for both passive and active solar systems. On the one hand, the solar envelope allows architects to design with sunlight without fear that their ideas will be cancelled out by future buildings. On the other hand, the solar envelope recognizes the need for development and high population densities, by defining the largest container of space that would not cast shadows off-site at specified times of the day.


    Knowles and his students have reached densities that are far above the average in European and American cities, with the exception of high-rise centers such as Manhattan.


    Modification of Traditional Zoning Practices


    The solar envelope is actually a relatively simple modification of existing zoning practices, which also set imaginary boundaries that enclose a building site—determining the maximum height, width and depth of future buildings. The most rigid approach in conventional zoning prescribes maximum building heights, set in feet or meters, number of floors, or both. A second, more flexible approach, sets limits based on a ratio between developeable land and floor area within the building on that site.


    For example, a floor-to-area ratio (FAR) of 6 means that architects can develop 6 times the developeable square footage of land within the setbacks. They could cover the entire site with 6 stories, or cover only half of the site with 12 stories, for example.


    Although both zoning methods offer a certain degree of solar access in a city, they are far from optimal. The main problem is that they do not design building orientation with its solar impact in mind, which can be as critical as building height. For example, a skyscraper with its broad flat sides facing east and west will cast a relatively small midday winter shadow, while one oriented with its broad flat sides facing north and south will shade a much larger area during the sunniest periods of the day. Taking orientation into account would greatly improve solar access for surrounding buildings, without sacrificing housing density.


    The Geometry of the Solar Envelope


    Compared to conventional zoning practices, the solar envelope produces a different geometry—the limits of the envelope derive their vertical dimensions from the sun’s daily and seasonal movements. Thus, while conventional zoning envelopes are shaped like a box, the solar envelope has both vertical and sloping spaces.


    As a result, the buildings and city blocks that fill these imaginary solar envelopes are more likely to have unique shapes. One side of a building would not look like the other, nor would each side of the street. In the northern hemisphere, development would tend to be lower on the south side of a street than on the north where a major southern exposure would be preserved. Streets take on a directional character where solar orientation is clearly recognized.


    Adjacent buildings can meet each other gently, rather than abruptly, across property sidelines. Tall buildings would group together at the site’s southwestern end, and those of moderate height at the northeastern end, with the shortest buildings taking up the site’s midsection. Buildings on corner lots will be taller because their shadows can extend accross the street in two directions instead of one.


    Within the solar envelope, certain architectural characteristics have great consistency. For instance, roof terraces appear where the sloping sides of the envelope intersect the rectilineair geometry of buildings. Courtyards are another crucial element, as they introduce sunlight and heat to deep interiors. Clerestories allow for the penetration of winter sun down stairways to enliven otherwise darker, lower floors. Sunscreens and porches are everywhere, keeping the sun out in summer.


    Defining Solar Access


    The solar envelope is not only defined by the path of the sun, but also by fixed parameters set by the designer. Choosing these will determine the balance between solar access and development potential.


    The most important choice is the definition of the hours during which we want to avoid casting shadows on adjacent land—the “cut-off times.” The longer the period of daily solar access, the smaller the developeable volume under the envelope. Obviously, setting the cut-off times as equal to the period between sunrise and sunset would not work, because in that case few or any buildings could be constructed. For passive solar design, a minimum of 4 to 6 hours per day in winter is considered practical, depending on the climate.


    The duration of solar access could also be set by a minimum percentage of available energy instead of determining a minimum hours of sunshine. In that case, cut-off times would change over the course of the year. Another parameter to be set is the “shadow fence.” It determines the minimum height to which solar access has to be assured; for instance zero, 3 or 6 meters above street level. For example, one can choose to allow shadowing of garages and shops in order to improve the density under the solar envelope.


    What About Existing Buildings?


    Solar envelopes can be designed for individual buildings or as a single envelope for a group of houses, a neighbourhood, a district or even an entire city. This is a rather straightforward process when a site is being designed from scratch, but often current buildings will complicate the generation of a solar envelope. When the solar envelope is applied in line with existing buildings, new construction would always be shaped and proportioned with reference to the old. Each new phase of development changes the surroundings and thus the context within which the next envelope is generated.


    It is important to note that the solar envelope only protects neighbouring properties. It is the architect who must ensure solar access to the buildings within the envelope, tackling problems of overshadowing within the envelope itself. For larger sites, the volume of a solar envelope is therefore larger than the volume of the buildings that actually fill it, at least when solar access is assured to all dwellings on site.


    Solar Oriented Cities in Antiquity


    Knowles’ research draws on ancient knowledge, most notably the solar planned cities in Ancient Greece and the solar communities of the Ancient Pueblo People in what is today the Southwestern United States. The Ancient Greeks built entire cities which were optimal for solar exposure.


    In the fifth century BC, for example, a neighbourhood for about 2500 people was built in the city of Olynthus. The streets were built perpendicular to each other, running long in the east–west direction (the horizontal streets shown in the plan below), so that all houses (five on each side of the street) could be built with southern exposure.


    A gridirion street plan oriented at the cardinal points was not new at the time, and neither is it proof of a design aimed at maximum solar exposure. But the Greeks did more. In A Golden Thread: 2500 Years of Solar Architecture and Technology, Ken Butti and John Perlin note that all houses were consistently built around a south-facing courtyard:


    The houses that faced south on the street and south to the sun were entered through the court, straight from the street. The houses that faced north to the street and south to the sun were entered through a passageway that led from the street through the main body of the house and into the court, from which access was gained to all other spaces.


    In keeping with the democratic ethos of the period, the height of buildings was strictly limited so that each courtyard received an equal amount of sunshine:


    In winter, rays from the sun traveling low across the southern sky streamed across the south-facing courts, throgh the portico, and into the house — heating the main rooms. The north walls were made of adobe bricks one and a half feet thick, which kept out the cold north winds of winter.


    Another obvious example of Ancient Greek solar planning was Priene, rebuilt in 350 BC and located in present-day Turkey. The city had about 4000 inhabitants living in 400 houses. Its buildings and street plan were similar to those in Olynthus, but because the city was built on the slope of a steep mountain, many of the fifteen secondary streets (running north–south) were actually stairways. The seven main avenues were terraced on an east–west axis.


    Native Americans


    The Ancient Pueblo People or “Anasazi” built a number of sophisticated solar oriented communities during the 11th and 12th centuries AD in what is now the Southwestern United States: Long House at Mesa Verde, Pueblo Bonito in Northern Mexico and the “sky city” of Acoma.


    These communities followed a different building style than that of the Greeks. The Ancient Pueblo People constructed terraced buildings of up to three floors high. These were buildings that would fit perfectly in a solar envelope with slanting lines.


    Acoma pueblo is one example of these orderly, solar planned communities. It consists of three rows of houses built along streets running east and west, so that each building faces south. The streets that separate the houses have a width that allows winter shadows to cover the whole of the adjoining street, stopping just before the following row of buildings.


    Heliodon


    Knowles’ research combines the best elements of these historical designs and incorporates modern technology that greatly facilitates the generation of a solar envelope. The heliodon, invented in the 1930s, is a contraption that creates a geometrical relationship between an architectural scale model and (a representation of) the sun. More recently, software versions of the heliodon have made the technology much more affordable, while allowing for the fast generation of even very complex solar envelopes.


    On larger sites in particular, and when already existing buildings complicate the generation of a solar envelope, the available computer software saves time and can result in more building volume.


    Solar Access in Nineteenth Century Cities


    The Ancient Greeks resorted to passive solar design mainly because of acute firewoord shortages, but there was an additional reason: they believed that solar heat was good for human health. When solar access in cities regained attention in the western world during the urbanization of the nineteenth and early twentieth centuries, health was the one and only motivation.


    The Industrial Revolution brought plenty of cheap energy, but also plenty of disease. Millions of people ended up in overcrowded buildings in narrow streets. These neighbourhoods were soon ravaged by lethal epidemics such as tuberculosis, cholera, smallpox and typhoid fever. Most medical experts were convinced that these illnesses were caused by a lack of fresh air and sunshine.


    In his 1893 book Healthy Hospitals, Douglas Galton wrote:


    Second only to air, is light and sunshine essential for growth and for health; and it is of Natures most powerful assistants in enabling the body to throw off those conditions which we call disease. Not only daylight, but sunlight; indeed, fresh air must be sun-warmed, sun-penetrated air. The sunshine of a December day has been recently shown to kill the spores of the anthrax bacillus.


    In 1854, John Snow famously observed that an outbreak of cholera could be traced back to the drinking of contaminated water at a public well, proving that the most devastating disease was not caused by foul air or a lack of sunshine but by germs in drinking water.


    However, it would take half a century more before his theory was generally accepted. Furthermore, some ailments were indeed cured or alleviated by sunshine and fresh air. For example, rickets, a bone deforming disease endemic among children in nineteenth-century cities, was caused by a lack of sunshine.


    At the turn of the century, doctors in Europe and in the US began promoting sunbathing to help prevent the disease. Interestingly, while Knowles initiated his research into the solar envelope purely for means of energy conversion, he gradually changed his priorities, aiming to improve the quality of life instead, of which he considers energy conversion to be just a part (see his latest book in particular).


    In order to ensure solar access and fresh air, many cities in Europe and in the United States enacted a variety of building codes between the 1850s and the 1930s. Although Knowles does not talk about this period, it is interesting to compare these earlier zoning practices to the solar envelope.


    Most of the building codes were related to building height and street width. Boston architect William Atkinson, who was one of the advocates of passive solar design at the time, saw the limitations of these codes and pointed out that building shape was equally important — controlling it could actually improve development potential and solar access alike.


    In his 1912 book The Orientation of Buildings, or Planning for Sunlight, he writes:


    The method of limiting the height of buildings by a horizontal plane, either at a fixed height, or at a height proportional to the width of the street, is simple in application but is not scientific, since it assumes that what is the proper height for the front wall or facade is also the proper height for the rear portions of the building.


    Whereas, as a matter of fact, the rear portions may well be allowed to rise to a greater height, in proportion to their distance back from the street line. The height of the building should be limited by a slanting line drawn from the opposite side of the street at a certain angle.


    Atkinson was inspired by the 1902 building laws of Paris (an adaptation of the original building codes made by Haussmann), which not only contained rules about street width and building height, but also introduced a code regulating building shape. The facade of a Paris building could not be higher than 20 meters, while the attics above (of which the height was also determined by street width but could not surpass 10 meters) were curved.


    This made it more likely for sunlight to penetrate the lower parts of the building on the other side of the street, while maximizing housing density. England’s capital had somewhat similar building codes since the 1894 London Building Act, though prescribing slanting roofs instead of curved ones. The tiered skyscrapers that appeared in the US following the 1916 Standard Zoning Enabling Actalso regulated building shape, although the sheer height of the buildings was unfavourable for solar access.


    The Barcelona Eixample


    The most interesting example of nineteenth-century solar city planning is the Barcelona “Eixample” (Catalan for “enlargement” or “expansion”), designed by Ildefons Cerdà i Sunyer. The Barcelona Eixample (home to the Sagrada Familia and other famous Gaudí monuments) can be considered the largest solar-planned neighbourhood in existence. Moreover, its history exemplifies the tension between solar access and developmental needs.


    Unlike Baron George-Eugène Haussmann in Paris, Cerdà did not have to demolish Barcelona to adapt the city to the massive immigration flow of the period. Medieval Barcelona was surrounded by a large open plain with only a few small villages at the outskirts.


    In the 1850s, Cerdà designed a large “checkerboard” street plan surrounding the old city center and annexing the periferial towns. The neighbourhood, which today has an area of 7.46 km2, consists of streets 20 meters wide (65.5 ft), intersected by a few boulevards 50 meters wide (164 ft), and very large city blocks measuring 113 × 113 meters (370 × 370 ft).


    Cerdà intended to maximize solar access (and ventilation) to every apartment in four ways. Firstly, he limited building height to 16 meters (52.5 ft) for streets 20 meters wide. Furthermore, he mandated that city blocks could only be built up on two instead of four sides, either parallel to each other or in the form of an L. This enabled the creation of large interior spaces and introduced sunlight and fresh air at both sides of each building.


    Thirdly, all city blocks have truncated corners, further improving solar access. Lastly, he decided not to lay the street grid on the cardinal points, but diagonal to it. As we will see shortly, this gave all apartments access to sunlight during the day, while offering all streets shadow through-out the day.


    Only the truncated corners and the orientation of the streets survived one hundred and fifty years of history. Cerdà’s plan received much criticism at the time. The main reproach was that the design wasted too much valuable building space and thus money.


    Within years, all four sides of every octagonal city block were built up. Even most of the smaller interior spaces that resulted from this were filled, albeit with low buildings so that solar access at the rear facades remained more or less intact. Gradually, the laws regarding building height were relaxed, from the original 16 meters (52 ft) to almost 30 meters (98 ft).


    However, solar access was retained on all floors of the buildings on the other side of the street by placing the top floors somewhat further back—in fact, producing a terraced building similar in shape to those of the Native Americans. In this way, developers looking for financial profit actually improved housing density without negatively impacting solar access.


    The terraced upper buildings and the truncated corners in Barcelona, as well as the curved roofs in Paris and the slanted roofs in London, can all be considered embryonic steps towards Knowles” solar envelope. However, he improved the concept substantially in two ways. Firstly, he applies the idea of the sloping line to the whole building, not just the roof or the upper floors.


    Secondly, his slanting lines coincide precisely with the rays of the sun, which was not necessarily the case in these earlier examples. To add to this, the earlier building codes produced monotonous architectural forms and street views, while the buildings under the solar envelope can be diverse, depending on their specific location and surroundings.


    The Solar Envelope and Street Orientation


    The size and shape of a solar envelope is influenced by the orientation of the streets. In the US, city layout is usually based on orderly subdivisions that have geometricised the land. Typically, throughout the midwest and the west, streets run in line with the cardinal points so that rectangular blocks extend in the east–west and north–south direction of the Jeffersonian grid (or US Land Ordinance, enforced in 1785).


    In the southern US, as well as in large parts of Latin America, a similar grid appears, with the difference that it is oriented diagonally at the cardinal points, with streets extending northeast–southwest and northwest-southeast. These grids were laid out according to the Law of the Indies, a manual for the construction and administration of colonial communities compiled by the King of Spain in 1573.


    In Europe there are relatively few gridirion city layouts to be found. The existence of older city fabrics, resulting from centuries of unregulated growth during the middle ages and the Renaissance, constrained experiments with urban planning. Many European cities were “modernized” at the turn of the twentieth century, by laying out wide streets and boulevards that cut through the older parts of the city — Paris being the most (in)famous example — but basically randomness still rules. The solar envelope can be applied to all possible street layouts, even if they’re chaotic, with differing results.


    William Atkinson: Avoid East–West, North–South


    In “The Orientation of Buildings, or Planning for Sunlight,” William Atkinson devotes a chapter to the importance of street orientation for solar planning. He argues that the Jeffersonian grid should be avoided in order to provide optimal solar access for cities. Instead, he follows Cerdà and backs the Spanish grid:


    When streets are laid out at right angles to each other according to the checkerboard plan, the best distribution of sunlight is obtained when one series of streets runs northeast–southwest and the other northwest-southeast. It is unfortunate that in so many cases where the “checkerboard” plan has been adopted, the streets have been laid out north–south and east–west, which is the worst arrangement possible.


    Atkinson agrees that “if we were to base our judgment wholly on the amount of sunlight received by windows, we should conclude that the best position for a building is with its long axis placed east and west.” However, he saw an important disadvantage with this orientation: it involves an area of “complete shadow” on the north side of the building, during one half of the year (autumn to spring), while in the case of a building with its diagonal upon the meridian all sides receive sunlight throughout the year. The same goes for the streets:


    In an east–west street the surface of the street receives no sunlight at all during six months of the year, and the buildings on the south side of the street are in perpetual shadow. In contrast, when the streets are oriented diagonal upon the cardinal points, the buildings shade the surface of the ground much less.


    Ralph Knowles: It Depends


    Knowles did most of his research in Los Angeles, which makes it easy to compare both grid patterns—LA consists of both an older Spanish grid and a newer Jeffersonian grid. Knowles acknowledges that the Jeffersonian grid is not an ideal solution:


    Streets that run east–west in a built-up area will tend to be shadowed during all of a winter day. The streets thus remain dark and cold. By contrast, streets that run north–south are lighted and warmed during the midday. In summer, streets that run north–south will be shadowed in the morning and the afternoon, but will receive the full force of the midday sun.


    From the viewpoint of solar orientation, the Jeffersonian grid leaves something to be desired. Its east west streets are too dark and cold in winter, its north south streets too bright and hot in summer. In Los Angeles, the older Spanish grid seems to have advantages regarding street qualities of light and heat. During the winter, every street receives direct light and heat from the sun somewhere between 9 am and 3 pm, the six hours of greatest radiation. Every street has the advantage of some shadow during most of the summer day.


    On the other hand, the classic grid plan oriented at the cardinal points also has benefits. Knowles demonstrates that the solar envelope over a city block oriented on the cardinal points will contain more developeable volume than one over a diagonal block:


    Generally, the most height, and hence volume, are attainable at either of the two block orientations within the Jeffersonian grid, and the least volume is attainable at about the angular orientation of the Spanish grid. The street’s gain in sunlight thus appears to be the developer’s lose. Other design values can dictate grid orientation but, for volume alone, the Jeffersonian grid has the advantages.


    Within the Jeffersonian grid, sites oriented in the east–west direction allow a greater volume of development under the solar envelope than sites running north–south. Knowles calculated that, given the same site shape and proportions of 1:3, a building site oriented long on an east–west axis will generate 40 percent more volume and 400 percent more south face over the north–south orientation.


    In short, the grid layout best suited for both maximum solar access and maximum building density is one with rectangular blocks running long in the east–west direction — as was the case in the Ancient Greek solar communities and in Acoma Pueblo.


    Combining the Best of Both Grids


    One problem remains, though. Within our cities, the orientation of houses is toward the street rather than toward the sun. If a street runs east–west, only the buildings on the north side of the street will have south exposure at their street front (providing that the buildings on the south side of the street do not shadow them).


    The buildings on the south side of the street have south exposure only at their rear facades. If a street runs north–south (and a grid system having desirable east–west streets will by definition have north–south streets, too), none of the buildings will have the ideal south exposure.


    To solve this problem, Knowles reverts to the solution provided by the Ancient Greeks, using courtyards and alleys that are curved out from the middle of the site. Moreover, he shows that the concept can be further improved upon. This can be seen in the Bunker Hill Project, in which a solar envelope was calculated for a large vacant lot on the Spanish grid in downtown Los Angeles.


    One of the building designs made to fit this solar envelope, consists of an internal and separate street composed of a sequence of large and small squares, cascading diagonally across the site from its higher edge to its lower edge.


    During the midday hours, the sun sees down the entire length of the interior street because it runs more nearly in a north–south direction, diagionally across the street. At 3 pm in winter, the public space is still in sunlight, as is the entire length of the interior street on its southeastern side. “Such sensitive tuning of the building’s location and form,” writes Knowles, “combine the best aspects of both the Spanish grid and the Jeffersonian grid.”


    When aiming to combine the advantages of solar access and wind conditions, similar compromises can be found. Knowles:


    Sometimes complex sets of environmental forces act congruently so that, for example, desirable sun and wind may come from the same direction. In this fortunate circumstance, the building may be oriented to catch both sun and wind on its broad south face and the building may thus be open on that side. On the other hand, directional forces more usually act incongruently, making choices necessary.


    The sun and wind may come from different directions. Where choices exist, values must be set. For example, the sun may be recognized through a primary locational adaptation in which the whole building becomes oriented to the south. Adaptation to a west wind would then be handled with a secondary form mode in which the building’s surface structure scoops in the wind for natural ventilation.


    Population Densities


    Over the years, Knowles and his students have performed multiple studies of the solar envelope’s development potential in Los Angeles. These were done on sites with different land values, topographies, street orientations and neighbourhood characteristics in order to test the effectiveness of the envelope over a range of conditions.


    Density is hard to define, and can be measured in different ways. One approach is to calculate the amount of dwelling units per unit of area (acre, hectare, square km or square mile), while another calculation determines the amount of people per unit of area. A third approach is to compute the average floor-to-area ratio (FAR) of the site.


    All these approaches of density have their shortcomings and are preferably calculated alongside each other in order to make sound comparisons. The size of apartments, the occupancy, the ratio between office space and residential building, and the amount of parking space are among the main factors that can distort density results if only one figure is shown.


    Knowles and his students have reached densities of up to 100 dwelling units per acre (100 du/ac or 247 du/ha) for residential development. If we count on an average of two people per apartment (Knowles does not give occupancy rates), this comes down to 200 people per acre. These figures were obtained on the Spanish grid, with apartments averaging 93 sq m (1000 sq ft), a minimum of 4 hours of sunshine in winter, and a 6.1 meter (20 ft) shadow fence. For mixed use development, Knowles obtains a FAR of up to 7.5.


    Three to Seven Floors


    Of course larger apartments, more demanding cut-off times and lower (or non-existing) shadow fences would reduce the development potential. On the other hand, the density would improve if the project were to be located on a Jeffersonian grid, which boosts development potential.


    For a site in Los Angeles measuring 150 × 205 ft with a guaranteed solar access of 6 hours, a solar envelope oriented diagonal at the cardinal points will have 1.5 times less developeable volume than a solar envelope oriented east–west, and 1.3 times less than a site oriented north–south.


    Overall, the maximum densities reached by Knowles and his students are about twenty times higher than those of the average American city (6 to 7 dwelling units per acre). This means that a city like Los Angeles (5 to 7 du/ac) could be shrunk by a factor of 15 to 20, while still assuring four hours of solar access per day to every household.


    Based on the relationship between density and surface-to-volume ratio (an energy-related measure of building form), Knowles concludes that three to seven stories generally represent the best size range for urban housing in LA. These buildings — about the size of those in nineteenth-century Paris and the Barcelona Eixample — offer the greatest potential for architects to conserve energy while attaining reasonable densities.


    In fact, the density figures obtained by Knowles correspond rather closely with those obtained by city blocks in Paris and the Barcelona Eixample — still the most densely populated, large cities in Europe (despite of the near absence of skyscrapers).


    One analysis of a typical Eixample city block (how it turned out, not according to the original plans of Cerdà) found a FAR of 4.70, a dwelling unit density of 93 du/ac (230 du/ha) and a population density of 145 people per acre.


    A close-up of a typical Parisian city block — with courtyards — resulted in a FAR of 5, a dwelling unit density of 120 du/ac (297 du/ha) and a population density of 602 people per acre.


    The densities under the solar envelope also compare favourably with some residential city blocks in New York City — the most densely populated city in North America — although not with others and especially not with early twentieth century city blocks in NYC, which reached 331 dwelling units per acre. Few of those apartments received any sunshine, though.


    It should be noted that while Knowles achieves densities comparable to those of Paris and Barcelona city blocks, solar access is improved over these earlier examples, especially compared to Paris where street orientation (and thus building orientation) was not controlled.


    Improving Development Potential


    Even higher densities and taller buildings could be reached under the solar envelope if larger land parcels were to be assembled, in particular when city-blocks are oriented long in the east–west direction.


    This results from the geometric relationship between linear, plane and volume measures; a doubling of plan dimensions will square the land area and cube the envelope potential. An envelope over a 100-ft frontage site has more than twice the volume of two envelopes over adjacent 50 ft lots, because of the additional wedge of volume added when two adjacent envelopes are assembled.


    However, it should be remembered that the buildings within a solar envelope will have less volume because of internal overshadowing issues, to be solved by the architect.


    A few special conditions, such as a park or wide boulevard where longer shadows could be cast without harming a neighbouring property, also allow for taller buildings and higher densities. A building project located on a hillside close to downtown LA achieves a density of up to 128 du/ac (316 du/ha), because it is allowed to overshadow a park. In general, though, higher densities will have an adverse effect on solar access. If we want to heat and cool our cities using solar energy, density will generally be limited to about 100 dwellings per acre.


    Last but not least; the above results apply to Los Angeles. They are valuable for any other city at the same latitude of 34 degrees north or south of the Equator, like Buenos Aires, Osaka, Sydney or Montevideo. At other latitudes, however, things will change, as latitude affects the height and therefore the volume of a solar envelope.


    If the cut-off times are held constant, the envelope height decreases as the latitude increases, and vice versa, primarily because of the critical effect of winter sun on the solar envelope’s north slope. Consequently, the volume of a solar envelope increases with proximity to the equator; the volume decreases towards the north and south poles. For example, in Paris (48 degrees latitude), Barcelona (41 degrees) and New York (40 degrees) solar envelopes would be smaller than in Los Angeles (34 degrees).


    Closer to the equator the position of the sun will not vary much throughout the year, which makes the traditional approach to passive solar design worthless. Instead, the prime concern in the building design would be the ability to keep out the sunlight and heat to reduce the energy consumption of artificial cooling. This might involve orienting the building to the north.


    For higher latitudes, Knowles suggests a greater design emphasis on the east and west exposures (including sunscreens for sun control in summer) to improve solar access. Apart from latitude, slopes also have profound effects. A south slope in a more northern country can allow for densities that are otherwise only possible in southern countries, while a north slope does the opposite.


    According to Knowles, investigations of the solar envelope have been done in places as far north as Bratislava at 48 degrees and as far south as Honolulu at 21 degrees, leading him to the conclusion, perhaps a bit overoptimistically, that “the benefits of solar zoning can be achieved around the world.”


    Compromise


    Density is a pet subject of environmentalists, who argue that densely populated cities are the solution to lower the energy requirements for transportation. On the other hand, the solar envelope shows that above a certain treshold, density can also raise energy requirements, in particular those of heating, cooling and daylighting buildings.


    This means that it would probably be wise to aim for a compromise. If we would take the highest densities reached under the solar envelope as an upper limit, we could create cities where the critical functions of buildings can be met without fossil fuels, while still retaining (more than) high enough densities to make public transportation, bicycling and walking attractive. ←
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        Floor-to-area ratio and solar access. Image by Ralph Knowles.
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        Solar envelopes on the Spanish street grid system in Los Angeles. Image by Ralph Knowles.


      


    


  


  

    

      

        [image: ]

      


      

        Buildings within the solar envelopes shown on the previous page. Image by Ralph Knowles.
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        Building designs under the solar envelope are characterised by roof terraces, courtyards and clerestories. Image by Ralph Knowles.
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        Passive solar house in Ancient Greece. Drawing by Theodore Wiegand


      


    


  


  

    

      

        Street plan of the Ancient Greek City Olynthus.
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        19th century building codes in Paris.
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        19th century building codes in London.
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        Map of the Eixample in Barcelona, the largest solar-planned neighbourhood in existence.
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        The Barcelona Eixample today. Image by Alhzelia (CC BY-SA 2.0).
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        Solar access in different types of street grids.


      


    


  




  

    References


    “Ritual House: Drawing on Nature’s Rhythms for Architecture and Urban Design,” Ralph L. Knowles, 2006.


    “Sun Rhythm Form,” Ralph L. Knowles, 1981.


    “Energy and Form: An Ecological Approach to Urban Growth,” Ralph L. Knowles, 1974.


    “A Golden Thread: 2500 Years of Solar Architecture and Technology,” Ken Butti and John Perlin, 1981, reprinted in 2009.


    “The orientation of buildings, or planning for sunlight,” William Atkinson, 1912.


    “Teoría general de la urbanización y aplicación de sus principios y doctrinas a la reforma y ensanche de Barcelona,” Ildefons Cerdà i Sunyer, 1867.


    “Ildefonso Cerdá,” “Distrito del Ensanche” & “Plan Cerdá,” Wikipedia Spanish.


    “Walks Through Lost Paris: A Journey Into the Heart of Historic Paris,” Leonard Pitt, 2006.


    “Responsive and sustainable architectural strategies for temperate regions,” S.M. Mofidi, 2005 (PDF).


    “The City as a Work of Art: London, Paris, Vienna,” Donald J. Olsen, 1986.


    “Spanish city planning in North America,” Dora Crouch, Daniel Garr, Axel Mundigo, 1982.


    “The Density Atlas,” MIT (website).


    “Visualizing density” (PDF).


  




  

    All articles written by Kris De Decker


    EPUB edition, April 2024


    Designed by Lauren Traugott-Campbell


    Typeset by Laia Comellas


    EPUB production by Marie Verdeil


    Content production by Kathy Vanhout


    Lauren received a grant of the Maharam Foundation to design the book.


    Articles have been proofread by Jenna Collett, Deva Lee,


    Shameez Joubert, Vincent Grosjean, Roly Osborne,


    Alice Essam, Aaron Vansintjan and Caylen Cole-Hazel.


    Published by LOW←TECH MAGAZINE


    https://solar.lowtechmagazine.com


    First edition, March 2019


    Second edition, November 2021


  


OEBPS/image/valve-hall.jpg





OEBPS/image/tekening-spierkracht.png





OEBPS/image/reheater.jpg





OEBPS/image/Molenaar_De_Helper.jpg





OEBPS/image/solar-powered-node-2.jpg





OEBPS/image/wien-nodes.jpg





OEBPS/image/zuiderpershuis-hydraulic-power-station.jpg





OEBPS/OEBPS/cover.jpg
LOW<TECH
MAGAZINE

EEEEEEEEEEEE






OEBPS/image/Vieux_la_Romaine_Villa_hypocauste.jpg





OEBPS/image/IMG_2445b.jpg





OEBPS/image/taylor-compressor-2.jpg





OEBPS/image/solar-controller-view.jpg





OEBPS/image/dynamo-batteries.jpg





OEBPS/image/Passive-solar-house-in-priene-greece.jpg





OEBPS/image/ROD-ENGINE-AGRICOLA.png





OEBPS/image/solar-powered-server-detail-2.jpg





OEBPS/image/teleprinterart.jpg
A VERY KERRY CARISTMAS TO YOU ALL FRN THE UNITED STATES OF AKERICA

C53E s K ALY 131 KRk
RO X A K
Rk O,
ROk XX
L0 et XA
T

e
0
by

10

b

X TR
] &h8

Lot ittty i
et R awwa s O A
OO0 1315t <M
P S
R R T
HPACNTEACIARGERTACOCE * 1aa3ss  GCICEs MO
DO OIAATRG W S BA
TIXLGHANSCON FLORKINUIX WK KDL KAVARAGH  OMNBINAIN
o e e

ABEDF CROMASEXK ¢ 80 X CANDUELONDOUK. o
DI W SARAKLEO14) 10/ beckmmmIIY
X0 AXCORESOHAFCo VY. . LXK R XXM HARARNIN

* T EQuALITY or WaNKiND
FIRNC-STRONG-X ND-LoY InG~~GENEROUS

ILET TG IDEALS OF PRESIDENT JOHN FITZGERALD KENVEDY FOR PEACE
D GOODUILL T5 ALL'NEN BE EXGRAVED' 1A GUR HEARTS THIS GHRISTMAS
WD FoR AL TIME
A SRAVE soLbign
A swwEvD DIPLOMAT
A FEaRLESS presioet

THE GREATEST HUKANITARIAN

WD YIA THLSTAR, CRELAD BT cecEroER 136> Tor-
ECEGTRA HOUSE CASLE AND VIRELESS , LONDGN,





OEBPS/image/condenser.jpg





OEBPS/image/DC-lamp.jpg





OEBPS/image/early-DC-power-station.jpg





OEBPS/image/stangenkunst-in-ontario.jpg





OEBPS/image/high_speed_trains.jpg





OEBPS/image/Buildings-within-solar-envelopes-Ralph-Knowles.jpg





OEBPS/image/DC-laptop.jpg





OEBPS/image/fan-home.jpg





OEBPS/image/Solar_Power_Plant_Telangana_II_in_state_of_Telangana,_India,_12-MWp_DC.jpg





OEBPS/image/workschedule.jpg





OEBPS/image/hydraulic-machines.jpg





OEBPS/image/hydraulic-accumulator.jpg





OEBPS/image/open-structures.png





OEBPS/image/a-solar-greenhouse-inzyx.png





OEBPS/image/converter-station.jpg





OEBPS/image/guifi-supernode.jpg





OEBPS/image/solar-greenhouses.png
e
250 e, ome
SEa t
o
Isulaion bogker,_Sulpmatic vinder
fron rogt ek oot
012 bic el ’ 024 o ek car”
0 poycarbonere maite] T a poycarbsnoe aatrer
7 e 7y
north el
Py 150 8, 04 0 T hsen
=1y - 850 01Ty






OEBPS/image/sps_bats.jpg





OEBPS/image/Floor-to-area-ratio-and-solar-access.jpg





OEBPS/image/solar_powered_railway_prototype_1.jpg





OEBPS/image/Warsaw_Solar_Facility_88_MWdc.jpg





OEBPS/image/Four_Poster_Bed_350b_copia.jpg
Ry A






OEBPS/image/Ensanche-Eixample-Barcelona.png





OEBPS/image/manual-air-compressor.png





OEBPS/image/greenhouse-against-serpentine-fruit-wall.png





OEBPS/image/open-source-consumer-goods.jpg





OEBPS/image/FFS_Re_4-4_II_11161_ZuerichHB_071212_EN274.jpg





OEBPS/image/van_unnik_floor_plan.png
H
2
2

j

ANV VY YIVIVS

A M«« VYV YIYYYIVIVS






OEBPS/image/how_to_operate_the_thermodome.png





OEBPS/image/hiscox-1.jpg





OEBPS/image/night_train_madrid_portbou.jpg





OEBPS/image/stangenkunst-ontario.jpg





OEBPS/image/thermal-efficiency-fireless-cooker.jpg
355

e —
e e





OEBPS/image/bedazzled-by-energy-efficiency.jpg
N





OEBPS/image/radiant-assymetry.jpg





OEBPS/image/Pumpspeicherkraftwerk_Geesthacht.jpg





OEBPS/image/waterfan1a.jpg





OEBPS/image/stangenkunst-jean-errard.png





OEBPS/image/smartphone-people-2.jpg





OEBPS/image/machine-for-multiplying-forces.jpg
areaa area 4





OEBPS/image/Power-transmission-contouring-double-rods-Georg-von-Lohneyss-1617.jpg





OEBPS/image/restoring-old-way-of-warming.jpg





OEBPS/image/bellows-blacksmith.jpg





OEBPS/image/qingjun-1.jpg





OEBPS/image/woman-warming-hands.jpg





OEBPS/image/sgurr2.jpg





OEBPS/image/thermal-efficiency-cooking-devices.jpg





OEBPS/image/solar-powered-node.jpg





OEBPS/image/London-Building-Form.jpg
msmswwow%n STREETS

DOMESTIC BUILDINCS m'l IHA‘;IL'RES%BVPERSG&SWTE






OEBPS/image/original-diagrams-perspectives.jpg
Parts
and Components






OEBPS/image/panorama-harz-mines.jpg





OEBPS/image/voltage-regulation.jpg





OEBPS/image/korsi.jpg





OEBPS/image/chinese-solar-greenhouse-four-images.jpg





OEBPS/image/remains-heat-storage-hypocaust-tallinn.jpg





OEBPS/image/6a00e0099229e88833022ad3bf2247200b-800wi.jpg





OEBPS/image/fans-sport.jpg





OEBPS/image/Mk1-1-759x500.jpg





OEBPS/image/telepresence.jpg





OEBPS/image/botijo-dithered.jpg





OEBPS/image/three_stone_fire_3.jpg





OEBPS/image/chinese-kang.jpg





OEBPS/image/330px-Carbon_paper.png





OEBPS/image/1907_Accounting_Dept_E__J_Burke_Ltd_Times_Square_NYC.jpg





OEBPS/image/patent-fan.png





OEBPS/image/human-powered-student-building-individual-room.jpg





OEBPS/image/powerdemand.jpg
Power demand T

Foe
Thse e live power s fhe sl powerd servr:

Locaime 1706 ceT

Upime 3wk 3 iy, 7 o, 23 it
P — atarc

PV o serge 155%

Solr pne v v

Butry charging -

[ — s

Powcrwage fom solr 15w

[—— o

Volage fom sobe B






OEBPS/image/water-motor-running-table-saw.jpg





OEBPS/image/Solar-Envelopes-Ralph-Knowles.jpg





OEBPS/image/storage-hpp.jpg





OEBPS/image/mouchot.png





OEBPS/image/shipping-in-a-calm.png





OEBPS/image/John_Ward_of_Hull_-_Stoneferry.jpg





OEBPS/image/Changethesystem-218.jpg





OEBPS/image/serpentine-fruit-walls.jpg





OEBPS/image/Ama_Town_Central_Library_interior_ac_(4).jpg





OEBPS/image/campo_nuevo_water_motor.jpg





OEBPS/image/P1060689.jpg





OEBPS/image/patent-vertical-filing-cabinet.jpg
. 5, 1929. D. E HUNTER 1,734,168
verTIoN, PLLING castver

et Ag 5, 1927 2 Shesta-ueer 1






OEBPS/image/human-power-production-fitness.jpg
i _: o





OEBPS/image/Sgurr-mastnow.jpg





OEBPS/image/operating-stangenkunst.jpg





OEBPS/image/qingjun-4.jpg





OEBPS/image/wooden-pumpjack.jpg





OEBPS/image/DM34847-Edit-575x400.jpg





OEBPS/image/solar-panel-solar-powered-server-2.jpg





OEBPS/image/electric-velomobile-WAW.png





OEBPS/image/obsolete-technology.jpg
LOW«TECH MAGAZINE

bt LowechSlations | Highech Problens | Ol Techology | Arive | Ot | Doate

Obsolete Technology

‘There is a lot of potential in past and often forgotten knowledge and
technologies when it comes to designing a sustainable society.

History and Future of the Heat Storage Hypocausts: Air Heating
Compressed Air Economy in the Middle Ages






OEBPS/image/melle.jpg





OEBPS/image/hiscox-2.jpg





OEBPS/image/fruit-walls-pruning.png





OEBPS/image/air-vents-hypocaust.jpg





OEBPS/image/tallinn-hypocaust.jpg





OEBPS/image/IMG_1097.jpg





OEBPS/image/the_fruit_walls_of_montreuil_peaches.jpg





OEBPS/image/speed-limit-internet.png
arx






OEBPS/image/TEE_network_railway_europe.jpg





OEBPS/image/english-fruit-wall.jpg





OEBPS/image/canary-wharf-london.jpg





OEBPS/image/shacklework1.png
B._a, TAKE-OFF POST MADE OF OLD PIPE; I, STEEL-ROD PENDULUM: .
ONE-POST PENDULUM: d. BUTTERFLY OF TIMBER ARMS AND. PIPE
BRAERE & St et S L A B SR





OEBPS/image/improved-biomass-stoves_ret.png





OEBPS/image/punkah-cooling.jpg





OEBPS/image/electric-velomobile-3.jpg





OEBPS/image/transmission-tower-2.jpg





OEBPS/image/6a00e0099229e8883301a3fd28ffea970b.jpg





OEBPS/image/strawberries-solar-greenhouse.jpg





OEBPS/image/fans-in-bar.jpg





OEBPS/image/solar-box-cooker.jpg





OEBPS/image/tortillera.jpg





OEBPS/image/electrale-2.jpg





OEBPS/image/mechanical-power-transmission-wire-rope.jpg





OEBPS/image/power-transmission.jpg





OEBPS/image/Eixample-Aire.jpg





OEBPS/image/direct-hydropower-1.jpg





OEBPS/image/cell-tower.jpg





OEBPS/image/dot-matrix.jpg





OEBPS/image/jerker-line-system-supports.png





OEBPS/image/fireless-cooker-integrated-in-gas-hub.jpg





OEBPS/image/night-works-docks.jpg





OEBPS/image/james-field-jerker-line-system.png





OEBPS/image/scroll-compressor.png
Motor Type: TRSA09 Motor Type: TRSAOS





OEBPS/image/power-plant-paris.png





OEBPS/image/only-load-lighting.png





OEBPS/image/Building-law-of-Paris.jpg





OEBPS/image/Stangenkunst-Bisperg-mine-Sweden-1700.jpg





OEBPS/image/lockwood-power-jerker-line.png





OEBPS/image/Underfallyardexternalaccumulator.jpg





OEBPS/image/Hot-air-vents-Poland.jpg





OEBPS/image/factory-interior-germany-mechanical-power-transmission-2.jpg





OEBPS/image/frankfurt-offices.jpg





OEBPS/image/Selmer_Solar_Farm_20MW.jpg





OEBPS/image/hydro-powered-coffee-depulper-1.jpg





OEBPS/image/6a00e0099229e88833019102171a20970c.jpg





OEBPS/image/digging-the-panama-canal.jpg





OEBPS/image/downtown-chicago.jpg





OEBPS/image/punkah.jpg





OEBPS/image/node.jpg





OEBPS/image/IMG_0963.jpg





OEBPS/image/solar_powered_home_office.jpg





OEBPS/image/522px-Cornelis_de_Man_-_The_Chess_Players_-_WGA13904.jpg





OEBPS/image/4374.png





OEBPS/image/a-heat-storage-hypocaust.jpg





OEBPS/image/DC-power-history.jpg





OEBPS/image/hydraulic-dynamo.jpg
No. 16, Hydro-Electric Dynamo,
BRICE, $15.00.






OEBPS/image/bahdla-solar-park.jpg





OEBPS/image/jerker-line-system-supports2.png





OEBPS/image/50percent.jpg
LOW«—TECH MAGAZINE

bive | Dnste| &

Keeping Some of the Lights On: Redefining
Energy Security

To improve energy scurity, we need to make infrastructures less reliable. s






OEBPS/image/Changethesystem-26.jpg





OEBPS/image/fruit-walls-montreuil.jpg





OEBPS/toc.xhtml


  
  Contents


  
    		Introduction


    		How to Build a Low-tech Website?


    		We Can’t Do It Ourselves


    		Ditch the Batteries: Off-grid Compressed Air Energy Storage


    		History and Future of the Compressed Air Economy


    		How Much Energy Do We Need?


    		Bedazzled by Energy Efficiency


    		How to Run the Economy on the Weather


    		How (Not) to Run a Modern Society on Solar and Wind Power Alone


    		Could We Run Modern Society on Human Power Alone?


    		Heat Storage Hypocausts: Air Heating in the Middle Ages


    		The Curse of the Modern Office


    		Why the Office Needs a Typewriter Revolution


    		How to Get Your Apartment Off the Grid


    		Slow Electricity: The Return of DC Power?


    		Power Water Networks


    		Fruit Walls: Urban Farming in the 1600s


    		Reinventing the Greenhouse


    		Why We Need a Speed Limit for the Internet


    		How to Build a Low-tech Internet


    		How Sustainable is PV Solar power?


    		How Sustainable is Stored Sunlight?


    		Restoring the Old Way of Warming: Heating People, not Places


    		The Revenge of the Circulating Fan


    		Well-Tended Fires Outperform Modern Cooking Stoves


    		If We Insulate Our Houses, Why Not Our Cooking Pots?


    		Modular Cargo Cycles


    		High Speed Trains are Killing the European Railway Network


    		Power from the Tap: Water Motors


    		Back to Basics: Direct Hydropower


    		The Mechanical Transmission of Power: Stangenkunst


    		The Mechanical Transmission of Power: Jerker Line Systems


    		The Mechanical Transmission of Power: Endless Rope Drives


    		How to Make Everything Ourselves: Open Modular Hardware


    		Electric Velomobiles: as Fast and Comfortable as Automobiles, but 80 Times More Efficient


    		Cargo Cyclists Replace Truck Drivers on European City Streets


    		The Solar Envelope: How to Heat and Cool Cities without Fossil Fuels


    		Colophon


  




  
		Landmarks


			
						Table of Contents


			


		



OEBPS/image/AS_Neo.jpg





OEBPS/image/part-os-grid.jpg





OEBPS/image/qingjun-3.jpg





OEBPS/image/solar-powered-office2.jpg





OEBPS/image/international-switchboard.jpg





OEBPS/image/many-devices.jpg





OEBPS/image/OS-bike.jpg





OEBPS/image/smartphone-people-4.jpg





OEBPS/image/the_fruit_walls_of_montreuil.jpg





OEBPS/image/cargo_bike_netherlands_adriana_parra.jpg





OEBPS/image/img076.png





OEBPS/image/Bob_Braden_in_1996.jpg





OEBPS/image/Red_Devil_Pop_Mechanics_Jan_1912.jpg
#it RED DEVIL 5i6iik
DO YOUR WORK
o

on.absolutely per:
runs your
washi

Tachint and a
Rindred oeher things,

Bomer tor ol ool

orse. power on Je-inc

Pl 8 poundy primire:

ocse pawer oa Zinch e, 60 pounds
presauce. " New net brice, $500 cash
‘with order.

No. 145 Lizch Moters

B Mg

{n machines, fans, bot.

devbere i hice
TR e

el 358N 16

ot dad pley oy,

B8 R e

£ potnds premre.
Tnprovedcondrucion:
ST
Pl per inite
Syt
Sehaily Seren

Sl e por e

v A
Sonaitucion makes it
Sombe hinestons

St s e price.
foney Dack Tor a0y resson:
CATALOGUE AND
LARGE SHEET FREE

DIVINE WATER MOTOR CO.
Dept. T UTICA, NEW YORK, U.S.A.
For the name ofyout ocal hardware o ool deater,






OEBPS/image/duchess1.png
Peels Potatoes-NO HANDLE TO TURN !
h.e *“Duchess’’ Potato Peeler, Peels up to 2Ibs. in | min.
peel and dirk washed away—no cleaning!

NO
EANDLE 1O TURN. Simply fix tube to your sink tap,
nd turn on the wal

. In strong. streamlined plasti
ream colour. Transparent lid. Rubber suction fee!
iGuaranteed. Only €4.17.6. (inc. P.T\) Postage and pack:
ng 2/~ extra, Write now!

RLTON DISTRIBUTORS LIMITED
45 Bishopsgate, London, E.C.2





OEBPS/image/photograph-woman-cooking-dinner-for-six-fireless-cooker.jpg





OEBPS/image/small-scale-CAES-setup.jpg





OEBPS/image/Solar-Envelopes-High-Density-Housing-2.jpg





OEBPS/image/hiscox-pneumatic-hammer-stone-dressing.jpg





OEBPS/image/IMG_0954.jpg





OEBPS/image/kids-on-tile-stove.jpg





OEBPS/image/Kotatsu-tastefulTN.jpg





OEBPS/image/Kurnool_Ultra_Mega_Solar_Park_2020.jpg





OEBPS/image/P6070146.jpg





OEBPS/image/italian-trompe-agricola.jpg





OEBPS/image/sudac.jpg





OEBPS/image/etoile-du-nord.jpg





OEBPS/image/fruit-walls-thomery.jpg





OEBPS/image/windmills-monet.jpg





OEBPS/image/DIY-CAES.jpg





OEBPS/image/hiscox-3.jpg





OEBPS/image/electric-velomobile-2.jpg





OEBPS/image/electric-velomobile.jpg





OEBPS/image/taylor-compressor-1.jpg





OEBPS/image/different-types-of-wire-rope-transmission.png
0 SINGLE sPAN

[ SPAN WITH SUPPORTING PULLEY

m MULTIPLE SUPPORTING PULLEYS

ez

~ ZIECLER . INDEPENDENT SPANS.

QO 00

v REULEAUX

—O o~





OEBPS/image/pennsylvania-jerker-line-system-3.png
ENGINE PowER SHACKLEWORK. Jacks






OEBPS/image/how_to_store_grapes_without_electricity_2.jpg





OEBPS/image/fruit-walls.jpg





OEBPS/image/changethesystem.png





OEBPS/image/canadian-jerker-line-system.jpg





OEBPS/image/horse-mill.jpg





OEBPS/image/weather.jpg
oy of s et o e o, S

Power supply

hisis orecs e coming days, e dy:

K Clee roughout e oy

TOMORROW.
¢ Clerroughost e oy

DAY AFTER TOMORROW
¢ Clear roughout e oy





OEBPS/image/freight-train.jpg





OEBPS/image/transmission-tower.jpg
=
(K]

—
s e /A
=






OEBPS/image/typewriter-manifesto_ret.png
THE TYPEWRITER
MANIFESTO

We assert our right to resist the Paradigm,
to revel against the Information Regime,
to escape the Data Stream.

We strike a blow for self-reliance,
privacy,
and coherence
against
dependency,
surveillance,
and disintegration.

We affirm the written word
and written thought
against
multimedia,
multitasking,
and the meme.

We choose the real over representation,
the physical over the digital,

the durable over the unsustainable,

the self-sufficient over the efficient.

THE REVOLUTION WILL BE TYPEWRITTEN





OEBPS/image/XYZ-cargo-Trike.jpg





OEBPS/image/iStock-solar-greenhouse.jpg





OEBPS/image/kaartenbak.jpg





OEBPS/image/Ceranfeld.jpg





OEBPS/image/bench_ret.jpg





OEBPS/image/moscow-international-business-center.jpg





OEBPS/image/P1190557.jpg
@eegag

CLLTTT
@eaegg






OEBPS/image/electrale-1.png





OEBPS/image/canadian-jerker-line-system-2.jpg





OEBPS/image/cantdoitourselves.png





OEBPS/image/schietraam.jpg





OEBPS/image/water-powered-sewing-machine.png





OEBPS/image/MBHT_Underwood_Sundstrand_accounting_machine.jpg





OEBPS/image/fireless-cooker-with-associated-cooking-pots.jpg





OEBPS/image/seven-masted-schooner.jpg





OEBPS/image/advertisement-water-motor.png
A NEW PATTERN
K hep.

TR SCIBNTIFIG RXCHANGE,
147, Gity Road, London, EC.






OEBPS/image/how_to_store_grapes_without_electricity_3.png





OEBPS/image/converter-transformer.jpg





OEBPS/image/XYZ-cargo-bike-1.jpg





OEBPS/image/04_GYM–NEW_copy.jpg
v,






OEBPS/image/smartphone-people.jpg





OEBPS/image/multi_pixlie.png





OEBPS/image/distribution-room-pneumatic-clock-network.jpg





OEBPS/image/original-l1010857.jpg





OEBPS/image/IMG_1045.jpg





OEBPS/image/Model_Eng_1904_a.jpg





OEBPS/image/solar-access-in-the-street-grids-cardinal-points-and-diagonally.jpg





OEBPS/image/man-in-sail.jpg
T — = %
\

A
A NN\M %, \\\“

— e

w"\.x ‘,; / ,

D e ——






OEBPS/image/pneumatic-rock-drill.png





OEBPS/image/fans-in-brewery.jpg





OEBPS/image/fireless-cooking-gas-range.png





OEBPS/image/Olynthus-street-plan.jpg





OEBPS/image/man-engine.jpg





OEBPS/image/hiscox-4.jpg





OEBPS/image/open-structures2.jpg





OEBPS/image/Culture_sous_cloche_laitue.jpg





OEBPS/image/set-up-small-scale-compressed-air-energy-storage-system.jpg
J Safety velve.

Electical output and connections
s iess 0 U e SRR S 1 (RS






OEBPS/image/new-solar-charge-controller.jpg





OEBPS/image/freifunk-wifi-node.jpg





OEBPS/image/wire-rope-transmission-drawing.jpg
PLATE 1L





OEBPS/image/6a00e0099229e88833019b03163a7f970d.jpg





OEBPS/image/qingjun-2.jpg





OEBPS/image/dutch-foot-stove.jpg





OEBPS/image/three-solar-panels-on-window-sills.png





OEBPS/image/A1_Houston_Office_Oil_Traders_on_Monday.jpg





OEBPS/image/kotatsu-2.jpg





OEBPS/image/wire-rope-transmission-switzerland.jpg





